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Abstract— In this paper we introduce an integration frame-
work for Control/Communication/Computation (3C) co-design
based on the motivating example of fleet control of Autonomous
Underwater Vehicles (AUVs) supervised by an Autonomous
Surface Vehicle (ASV). Specifically, we address the problem
of almost sure stability of an unstable system with multiple
observations over the packet erasure channel with emphasize
on coding computational complexity. We look at the tradeoff
between duty cycle for feedback channel use, coding com-
putational complexity, and performance. We compare coding
computational complexity and performance for two cases: a)
No feedback channel at all, and b) Feedback channel all the
time. It is shown that the strategy of using feedback channel
results in a better performance.

I. INTRODUCTION

Recently, there has been a significant progress in
control/communication co-design (some references
are [1] - [8]) and control/computation co-design
(e.g., [9]). But, despite of few available results in
Control/Communication/Computation (3C) co-design
(e.g., [10], [11]), this research area is almost untouched and
open.
One potential application of 3C co-design is in fleet control
of Autonomous Underwater Vehicles (AUVs). One objective
of a fleet of AUVs supervised by an Autonomous Surface
Vehicle (ASV) [12], as shown in Fig. 1, is to locate the
source of a concentration flow (e.g., fresh water, chemical
pollution, etc) with unknown location. This goal is achieved
by sampling concentration flow locally by each AUV and
using this information to move the fleet towards the source.
In this application, to compensate the effects of random
packet dropout, a coding strategy must be used for real-
time reliable communication from each AUV to ASV. In
developing this coding strategy, feedback acknowledgments
from the receiver of ASV to the transmitter of AUVs
(i.e., feedback channel) can be used. Absence of feedback
channel results in a coding strategy with high computational
complexity [10] and slow decoding error decay rate. On the
other hand, presence of feedback channel all the time results
in a coding strategy with low computational complexity;
but the control command, u, is updated with a longer time
period. Therefore, for this fleet, it is important to develop
a 3C co-design framework, which does not necessarily use
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Fig. 1. Two loop control strategy for a fleet of AUVs. Each AUV sends
its sampled data, yi, via a wireless link subject to random packet dropout
to a remote ASV, which updates the control command, u, for AUVs local
controllers. During each time period that the control command is updated,
we can choose to send or not to send acknowledgment bits to transmitters
(AUVs) to indicate whether the transmitted packets were received or erased.
This is model by a switch with a known switching policy, in which the duty
cycle for turning on this switch (using feedback channel) is denoted by β.

feedback channel all the time.
Based on the motivating example of the fleet control of

AUVs, we introduce an integration 3C co-design framework,
which does not necessarily use feedback channel all the
time. Subsequently, we address the problem of almost sure
stability of an unstable system with multiple observations
over the packet erasure channel with emphasize on
coding computational complexity. We look at the tradeoff
between duty cycle for feedback channel use, coding
computational complexity and performance. We compare
coding computational complexity and performance for two
cases: a) No feedback channel at all, and b) Feedback
channel all the time. It is shown that the strategy of using
feedback channel results in a better performance.
The paper is organized as follows: In Section II, the 3C co-
design framework is described. In Section III, a stabilizing
controller, which stabilizes the system in the absence of
communication imperfections and computation limitations,
is presented. The performance of this controller in the
presence of data dropout is also analyzed. In Section IV,
we propose a coding strategy to compensate the effects of
data dropout. In Section V, we look at the tradeoff between
duty cycle for feedback channel use, coding computational
complexity and performance. In Section VI, we conclude
the paper.



Erasure channel 

Deterministic 

switch 

 

 

 

 

One step ahead estimator 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Encoder 

 

Decoder 

]1[ˆ]1[ +=+ kxKku

[ ] nikCxTiky imi ,...,2,1,][])1([ ==−+

)])1(([ ikmi Tik σδ +−+

α

αδ

αδδ

σδ

σδ

==

−==



 +−+

=+−+

)Pr(

1)Pr(

)])1(([

)])1(([

e

e

Tik

Tik

i

ii

ikm

ikmi

]|))1(([ˆ kTikx ikikmi γσ ++−+

Controller 

Plant 

)])1(([ ikmi Tik σδ +−+

(.)βε i

(.)βiD

β

Predictor 

]1[ˆ +kx

Fig. 2. An unstable system with n observations over the packet erasure channel. This system can be viewed as a control loop between each underwater
vehicle (plant) and surface vehicle of Fig. 1.

II. 3C CO-DESIGN FRAMEWORK - PROBLEM
FORMULATION

In this paper the following conventions are used: z(t)
denotes the value of the signal z at the time t ≥ 0. z[k],
where k is a non-negative integer, denotes the value of the
signal z at the sampling instant k. z[k + σ], where σ is
a non-negative scalar, denotes the value of the signal z at
the time corresponding to the sampling instant k plus σ.
N+ = {0, 1, 2, ...}, [V ]i = Vi is the ith component of the
vector V , and A

′
denotes the transpose of the matrix/vector

A. The Euclidean norm is denoted by || · ||, U(x, y) is
the uniform distribution with parameters x and y, and E[·]
denotes the expected value. diag(·) denotes the diagonal
matrix, I is the identity matrix, and

⊗
denotes the Kronecker

product. The eigenvalues of the square matrix A are denoted
by λi(A). σmax(A) denotes the biggest singular value of the
matrix A and log(·) is the logarithm of base 2.

A. Definition and Model

In this paper, we are concerned with the stability of an
unstable Linear Time Invariant (LTI) system with multiple
observations over the packet erasure channel with emphasis
on coding computational complexity (see Fig. 2). The build-
ing blocks of Fig. 2 are described, as follows:
Plant: Plant is the following LTI switching system:{

x[k + 1] = A
(r)
d x[k] +B

(r)
d u[k], r ∈ {1, 2}

yi[k + (i− 1)Tm] = [Cx[k]]i, i = 1, 2, ..., n
(1)

where A(r)
d ∈ <n×n is an unstable matrix, B(r)

d ∈ <n×m,
C ∈ <n×n, x ∈ <n, u ∈ <m, yi ∈ <, and k ∈ N+.
The initial state, x[0], is a Random Variable (R.V.) with

bounded support; and yi[k + (i − 1)Tm] denotes the value
of the ith sampled data at the time instant k, when the
control action is updated. To avoid collision of transmitted
sampled data at the controller, sampled data: y1, y2, ..., yn,
which are all sampled at the time instant k, are transmitted
sequentially, like a Time Division Multiple Access (TDMA)
scheme, in which, the time period between transmission of
two successive samples is Tm. The time period Tm is referred
as sequential transmission period; and the control action as
well as the state dynamic of the system (1) are updated with
the time period Tu (≥ Tm). During each time period that the
control action is updated, we can choose to send or not to
send acknowledgment bits to transmitters to indicate whether
the transmitted data were received or erased. If we send back
acknowledgment bits, we say that feedback channel is used.
If feedback channel is not used, we choose Tu = nTm. But,
if feedback channel is used, we choose Tu = T2, which
is bounded below by nTm

1. Throughout, the case r = 1
corresponds to a system without feedback channel; and the
case r = 2 corresponds to a system with feedback channel. It
is assumed that for each r ∈ {1, 2}, there exists a matrix K
such that the matrix A(r)

d +B
(r)
d K is stable. Similarly, there

exists a matrix L such that the matrix A(r)
d + LC is stable.

It is also assumed that by observing yi within a finite time
interval, we can determine xi[0], which is the ith component
of the unknown initial state x[0]. Also, it is assumed that the

1In the fleet control of AUVs, in the presence of feedback channel, the
time period for updating the control command, u[k], is at least equal to the
round trip travel time in exchanging information between each AUV and
ASV. This time period is long due to long transmission delay in exchanging
data between underwater vehicles, which is caused by slow propagation of
underwater sound waves.



system (1) is the discrete time equivalent of the following
continues time system:

ẋ(t) = Ax(t) +Bu(t), (2)

which represents the actual dynamic of the plant 2. Therefore,
A

(1)
d = eAnTm , B(1)

d = (
∫ nTm

0
eAτdτ)B, A(2)

d = eAT2 , and
B

(2)
d = (

∫ T2

0
eAτdτ)B.

Channel: The communication channel is a packet erasure
channel 3. Let δ[k] denote the channel input (a packet of
binary data), δ̄[k] the corresponding channel output, and e
the erasure symbol. Then,

δ̄[k] = C(δ[k]) =
{
δ[k] with probability 1− α
e with probability α

That is, the channel erases the transmitted packet with
probability α. Throughout, it is assumed that the erasure
probability α is known a priori.
Deterministic Switch: As mentioned above, during each
time period that the control action is updated, we can choose
to use or not to use feedback channel. This is modeled by
a switch with a known switching policy, in which the duty
cycle for turning on this switch (using feedback channel) is
β ∈ [0, 1].
In the closed loop feedback system of Fig. 2, we can use
encoders and decoders to compensate the effects of random
packet dropout. Encoders and decoders are described as
follows:
Encoders: Encoders are causal operators, which are denoted
by Eiβ(·), i = 1, 2, ..., n. They map the system outputs:
yi[k+(i−1)Tm] to channel inputs: δi[k+((i−1)Tm+σik)],
which are strings of binaries with length Rik. Here, for a
given i, the random variable σik denotes the computational
latency due to the ith encoding operation at the time instant
k.
Decoders: Decoders are also causal operators,
which are denoted by Diβ(·), i = 1, 2, ..., n. They
map the channel outputs to state estimates, i.e.,
x̂i[k+((i−1)Tm+σik+γik)|k] ∈ <, where for a given i, the
random variable γik is the computational latency due to the
ith decoding operation and x̂i[k+((i−1)Tm+σik+γik)|k]
is the estimation of xi[k] (which is the ith component of
the state variable x[k]).
Assumption: To avoid coding computational overflow, it
is assumed that Tm ≥ supi∈{1,2,...,n},k∈N+

Nik(β), where
Nik(β) = σik + γik, is the coding computational time
associated with the ith coding strategy at the time instant k.
Note that for a given coding strategy,

2In the fleet control of AUVs, dynamics of AUVs are described by a
kinematic unicycle vehicle model, which represents nonlinear dynamics
[13], [14]. One objective of this paper is to study fundamental tradeoffs
between duty cycle for feedback channel use and performance in fleets of
AUVs. Therefore, for simplicity, without loss of generality, we consider the
LTI system (2) for all duty cycles; because for the unicycle vehicle model,
we expect to get a similar tradeoff.

3Using available channel error detection/correction techniques, our na-
tional research center partner developed a transmission method for exchang-
ing information between underwater vehicles, which is modeled by a packet
erasure channel

supi∈{1,2,...,n},k∈N+
Nik(β) is known a priori.

Controller: Control update action is of the hold type. That
is, whenever the control action is updated, the control value
is applied on the plant and held until the next control value
is updated. Controller is modeled as follows:

u[k + 1] = Kx̂[k + 1], u[0] = 0, (3)

where

x̂[k + 1] =


x̂1[k + 1]

.

.

.
x̂n[k + 1]



= A
(r)
d


x̂1[k + (σ1k + γ1k)|k]

.

.

.
x̂n[k + ((n− 1)Tm + σnk + γnk)|k]


+B(r)

d u[k].

In (3), the matrix K ∈ <m×n is defined such that we have
almost sure stability, as will be defined next.

B. Multi - Cost Functional and Problem Formulation

Definition 2.1: (Almost Sure Stability [8]): The closed
loop system is almost sure stable if there exist a β ∈ [0, 1],
encoding policies Eiβ(·), decoding policies Diβ(·), and a
control policy, i.e., K, such that for a given 0 ≤ ε < 1
there exists a time instant T ε,α(β), in which the following
inequality holds for all choices of the initial state

Pr(||x[k]|| > ε) ≤ ε, ∀k ≥ T ε,α(β).
Next, we define settling time, which represents the perfor-
mance of the system.

Definition 2.2: (Settling Time - System Performance):
Throughout, the smallest time T ε,αs (β), under which the
following inequality holds:

Pr(||x(t)|| > ε) ≤ ε, t ≥ T ε,αs (β)

for all choices of the initial state, is referred as the settling
time 4.
In this paper, the computational complexity of the coding
strategy is in the center of attention. Coding computational
complexity, N ε,α(β), is defined as follows:

N ε,α(β) = sup
i∈{1,2,...,n},k∈N+

{Nik(β)}, Nik(β) = σik+γik.

The settling time, T ε,αs (β), is a function of quality of
control, which is represented in terms of T ε,α(β), and
quality of reliable communication associated with the pairs
(Eiβ(·),Diβ(·)), which is a function of the coding compu-
tational complexity N ε,α(β). For a given ε and α, quality
of control and quality of reliable communication are all

4In the fleet of AUVs used for localization of an underwater source flow
with unknown location, the sooner the fleet reaches to the source, the sooner
the mission is accomplished. Therefore in this paper, the settling time is
chosen to represent the performance of the system (a system with a smaller
settling time has a better performance).



functions of duty cycle for feedback channel use, i.e., β.
Therefore, the objective of this paper is to minimize T ε,αs (β)
over β, i.e., T ε,αs (β∗) = minβ T ε,αs (β) to balance the inter-
actions between control, communication, and computation in
such a way that the best performance (the smallest settling
time) is achieved. In this paper, we perform this optimization
for two cases: a) β = 0 and b) β = 1.

III. CONTROLLER

Every closed loop feedback system provides some robust-
ness against imperfections. Therefore, as the first step to
address above problem, we consider the closed loop system
of Fig. 2 in the absence of encoders, decoders, and feedback
channel, i.e., β = σik = γik = 0, α 6= 0,Eik(yi[k + (i −
1)Tm]) = yi[k + (i − 1)Tm], Dik(ȳi[k + (i − 1)Tm]) =
ȳi[k + (i− 1)Tm], Tu = nTm,

ȳi[k+(i−1)Tm] =
{
yi[k + (i− 1)Tm] Pr(ȳi = yi) = 1− α

0 Pr(ȳi = e) = α

(if erasure occurs, the output of the channel is set to be zero)
and

x̂[k+1] = A
(1)
d x̂[k]−L(ȳ[k]−Cx̂[k])+B(1)

d u[k], x̂[0] = 0,

ȳ[k] =


ȳ1[k]
.
.
.

ȳn[k + (n− 1)Tm]

 .

Now, we have the following theorem for almost sure stability.
Theorem 3.1: Consider the closed loop system of Fig. 2,

as described above. Suppose that the matrix

Ã = E[Ā
′
[k]
⊗

Ā
′
[k]]

is stable, where

Ā[k] =
(
A

(1)
d +B

(1)
d K −B(1)

d K

−L(I − Ξ[k])C A
(1)
d + LC

)
with Ξ[k] = diag(ξ1k, ..., ξnk), where

ξik =
{

1 Pr(ξik = 1) = 1− α
0 Pr(ξik = 0) = α

Then, the system is stable, almost surely.
Proof: Let e[k] = x[k] − x̂[k] denote the estimation error,

and z[k] =
(
x[k]
e[k]

)
be the augmented state variable. Then,

it can be easily verified that

e[k + 1] = (A(1)
d + LC)e[k]− L(I − Ξ[k])Cx[k],

and hence, we have:

z[k + 1] = Ā[k]z[k]. (4)

Now, from [15] it follows that a necessary and sufficient
condition for almost sure stability of augmented system (4)
is that the eigenvalues of the matrix Ã are all inside the unit
circle.

Remark 3.2: i) For the case of α = 0, the matrices K and
L are chosen such that the matrices A(1)

d +B(1)
d K and A(1)

d +

LC are stable. For this case to have the smallest settling
time, we choose a matrix K, which results in a stable matrix
A

(1)
d +B

(1)
d K with the smallest (in magnitude) eigenvalues.

Similarly, the matrix L is chosen such that it results in a
stable matrix A

(1)
d + LC with the smallest (in magnitude)

eigenvalues.
ii) For a large α, |λmax(Ã)| = maxi∈{1,...,2n} |λi(Ã)| is
large. That is, in general, for a large α (e.g., α > 0.02), we
may not be able to stabilize the system without compensating
the effects of data dropout using a proper coding strategy.

IV. CODING DESIGN

As mentioned above, for a large erasure probability α, we
may not be able to stabilize the system without compensating
the effects of data dropout. Therefore for this case, we need
to implement a control/communication co-design framework.
This co-design framework is obtained by including a coding
strategy in the closed loop feedback system, which com-
pensates the effects of communication imperfections and
provides real-time reliable communication (see Fig. 2). In
this section, we present such a coding strategy for two cases:
a) β = 0 (no feedback channel), b) β = 1 (with feedback
channel). Note that as the control actions are updated based
on one step ahead estimation (see Fig. 2), the design of
coding policy can be done independent of computational
latencies, e.g., without loss of generality, we can assume
that σik = γik = 0. Therefore, in this section, without
considering the effects of computational latencies due to
coding, for a given β ∈ {0, 1}, we find encoding policies
Eiβ(·) and decoding policies Diβ(·), such that for each
i ∈ {1, 2, ..., n} we have almost sure reliable communication:
||xi[k] − x̂i[k|k]|| → 0, as k → ∞, almost surely, where
x̂i[k|k] is the output of the ith decoder.

A. Coding Strategy - β = 0

For β = 0 (i.e., no feedback channel at all), we present
a coding strategy, which is based on the coding strategy of
[10]. The coding strategy of [10] estimates the initial state,
at the end of communication link, using an anytime coding
strategy, which does not use feedback channel. Using this
strategy, the initial state is estimated in mean square sense.
As shown in ([10], Theorem 6.1), the mean square estimation
error in estimation of the initial state decreases, as time
increases. That is, E||x[0] − x̂[0|k]||2 ≤ c2k2−2∆(R,n,α)k,
where x̂[0|k] is the estimation of the initial state x[0] at
the time instant k, c > 0 is a constant depending only on
R =

∑n
i=1Ri, Ri ∈ (0, 1] (Rik = bRi.(k+ 1)c) and α, and

∆(R,n, α) = min{R
n
,

1
2

min
0≤η≤1

H(η||1− α) + [η −R]+},

where H(x||y) = x log2
x
y + (1 − x) log2

1−x
1−y and [x]+ =

max{0, x}.
Now using this coding strategy, as shown in the following
proposition, we have mean square reliable communication,
i.e., E||x[k]− x̂[k|k]||2 → 0, as k →∞; and consequently,
almost sure reliable communication, i.e., ||x[k]− x̂[k|k]|| →



0, as k →∞, almost surely, where

x̂[k|k] =


x̂1[k|k]

.

.

.
x̂n[k|k]

 = (A(1)
d )kx̂[0|k]

+
k−1∑
j=0

(A(1)
d )k−1−jBdu[j] (5)

are decoders outputs. Note that from Chevishof inequality
[16], it follows that mean square reliable communication
implies almost sure reliable communication.

Proposition 4.1: Let us use the coding strategy of [10] to
estimate the initial state at the end of communication link and
suppose that the decoders outputs are described by (5). Then,
under the assumption of ∆(R,n, α) > 2 log σmax(A(1)

d ),
we have mean square reliable communication; and therefore,
almost sure reliable communication.
Proof: If the decoders outputs are described by (5), then we
have the following inequality:

E||x[k]− x̂[k|k]||2 ≤ (σmax(A(1)
d ))2kc2k2−∆(R,n,α)k

= c2
k

2(∆(R,n,α)−2 log σmax(A
(1)
d

))k
.

(6)

Now, by applying the rule of Hopital - Bernoulli for limits,
we have

lim
k→∞

k

2(∆(R,n,α)−2 log σmax(A
(1)
d

))k
= lim
k→∞

1
γ ln 2.2γk

= 0, γ = ∆(R,n, α)− 2 log σmax(A(1)
d ).

That is, under the assumption of ∆(R,n, α) >

2 log σmax(A(1)
d ), the right hand side of (6); and hence,

E||x[k] − x̂[k|k]||2 converge to zero, as k → ∞. This
completes the proof.
As a direct consequence of Proposition 4.1, we have the
following corollary, which shows that the Euclidean norm of
the estimation error, ||e[k]|| (e[k] = x[k] − x̂[k]), converges
to zero, almost surely, where x̂[k] is the output of the one
step ahead estimator of Fig. 2, which is updated using the
following equation: x̂[k + 1] = Adx̂[k|k] +Bdu[k].

Corollary 4.2: Using the coding strategy, as described
above, the Euclidean norm of estimation error, ||e[k]||
(e[k] = x[k]− x̂[k]), converges to zero, almost surely.
Proof: We have the following equalities:

e[k + 1] = x[k + 1]− x̂[k + 1]

= A
(1)
d x[k] +B

(1)
d u[k]−A(1)

d x̂[k|k]−B(1)
d u[k]

= A
(1)
d (x[k]− x̂[k|k]) (7)

Now, from Proposition 4.1 it follows that ||x[k] − x̂[k|k]||
converges to zero, almost surely; and therefore, ||e[k]|| → 0,
as k →∞, almost surely.

Remark 4.3: The coding strategy [10] has the following
properties:

i) Among available coding strategies, which do not use feed-
back channel and provide real-time reliable communication
for dynamical systems, it has the fastest decoding error decay
rate. However, the decay rate of this strategy is not as fast
as the strategies, which use feedback channel. Consequently,
for unstable system matrix A

(1)
d with large (in magnitude)

unstable eigenvalues, this strategy may not guarantee reliable
communication.
ii) From [10], it follows that the number of binary operations
required to compute each channel input δi[k] follows from a
binomial distribution with parameterRik and 1

2 . On the other
hand, to perform decoding operation for the time instant k,
we need at most O(k3); and at least O(k2) binary operations.
Therefore, this coding strategy is computationally expensive.
iii) Nowadays, processors use cash memory and energy man-
agement techniques. Hence, the number of binary operations
does not represent the coding computational complexity, as
defined in this paper. Therefore, the coding computational
complexity is determined by running coding policies on the
actual hardware (i.e., by simulations).

B. Coding Strategy - β = 1

For β = 1 (i.e., with feedback channel all the time) we
use the coding strategy of [8]. This strategy uses feedback
channel all the time and estimates state variables in real-time.
The estimation error converges to zero, almost surely, as time
increases if the transmission rate is sufficiently large (the
necessary and sufficient conditions for almost sure reliable
communication of this strategy are given in [8], Propositions
3.2 and 4.2). This strategy has the following properties: i)
It is optimal in the sense that reliable communication can
be achieved by transmission with the minimum required
bits. ii) It is recursive; and therefore, has low computational
complexity.

V. TRADEOFF BETWEEN β , CODING COMPUTATIONAL
COMPLEXITY, AND PERFORMANCE

A. Stability Result

We start this section from the following theorem, which
shows that almost sure stability is achieved when each of
the coding strategy of Section IV is combined with the
stabilizing controller.

Theorem 5.1: Consider the closed loop feedback system
of Fig. 2, which is described by one of the coding strategy
of Section IV and the stabilizing controller (i.e., u[0] =
0, u[k + 1] = Kx̂[k + 1], where for each r ∈ {1, 2}, K is
chosen such that the matrix A(r)

d +B(r)
d K is a stable matrix).

Suppose that the coding strategy guarantees almost sure
reliable communication and computational overflow does not
occur. Then, we have almost sure stability.
Proof: The proof is straightforward and it follows by ex-
panding x[k] in terms of x[0] and estimation error e[j]
(j ∈ [1, k − 1]) and from the fact that for each r ∈ {1, 2}
A

(r)
d +B

(r)
d K is stable and ||e[k]|| → 0, as k →∞, almost

surely.



β = 0 (no feedback channel) β = 1 (with feedback channel)
T ε,αs (0) = 7.6 sec. T ε,αs (1) = 7.6 sec.
Nε,α(0) = 0.017 sec. Nε,α(1) = 8× 10−5 sec.

TABLE I
TRADEOFF BETWEEN β ∈ {0, 1}, CODING COMPUTATIONAL

COMPLEXITY AND SETTLING TIME FOR Tu = 0.04 SEC.

β = 0 (no feedback channel) β = 1 (with feedback channel)
T ε,αs (0) =∞ T ε,αs (1) = 6.4 sec.

Nε,α(0) is not defined Nε,α(1) = 4× 10−5 sec.

TABLE II
TRADEOFF BETWEEN β ∈ {0, 1}, CODING COMPUTATIONAL

COMPLEXITY AND SETTLING TIME FOR Tu = 0.2 SEC.

B. Simulation Results

In this section, we are concerned with almost sure stability
with ε = 0.02 of the closed loop feedback system of Fig.
2, as described by one of the coding strategy of Section IV,
with the following specifications:

α = 0.5,

A =
(

3 0
0 3.6

)
, B =

(
3
−3

)
, C =

(
1 0
0 1

)
,

x1[0] ∼ U(0, 1), x2[0] ∼ U(0, 1),

n = 2, K = [a1 a2]with −10 ≤ a1, a2 ≤ 10.

We simulate the system response (for the time interval
[0, T ε,αs (β)]) for the following two cases: a) β = 0, b)
β = 1. For simulation we use MATLAB, version 7.10.0.499
(R2010a) and a PC with the following characteristics: Man-
ufacturer: Dell (latitudeE6400), processor: Intel(R) Core
(TM)2 Duo CPU P8700 at 2.53GHz and 2.54GHz, RAM:
3.49GB (usable), system type: 32 bit operating system, and
operating system: Windows 7.
For β = 0, we choose R1 = R2 = 1 and for β = 1, we
choose R1 = R2 = 5 bits. For both cases, the system matrix
K is chosen such that the system matrix A(r)

d +B
(r)
d K has

the smallest (in magnitude eigenvalues).
In Table I, we summarized the tradeoff between β ∈ {0, 1},
coding computational complexity, N ε,α(β), and settling
time, T ε,αs (β), for Tm = 0.02 sec. and Tu = T2 = 0.04
sec. In Table II, we summarized the tradeoff for Tm = 0.1
sec. and Tu = T2 = 0.2 sec. From these tables it follows
that the strategy of using feedback channel (β = 1) results
in a performance better than that of the strategy of not using
feedback channel (β = 0). Due to high coding computational
complexity of the coding strategy IV-A, we can not choose
a small sequential transmission period Tm. On the other
hand, due to slow decoding error decay rate of this strategy,
as shown in Table II, we can not use long sequential
transmission period neither. These constraints limit the class
of systems that can be stabilized by this coding strategy.
Consequently, for most cases, the performance under the
coding strategy IV-A is worse than the performance under
the coding strategy IV-B.

VI. CONCLUSION

In this paper, we studied the tradeoff between duty
cycle for feedback channel use, coding computational
complexity and performance for two cases: β = 0 (no
feedback channel) and β = 1(with feedback channel). It was
shown that even in the presence of high data dropout (e.g.,
α = 0.5), we can stabilize the system by implementing an
integration framework for 3C co-design. It was also shown
that the strategy of using feedback channel results in a
better performance. For future, we will intend to look at the
tradeoff between β ∈ (0, 1) (i.e., using feedback channel
sometimes; but not all the time), coding computational
complexity and performance.
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