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a b s t r a c t 

This paper introduces a cyber-physical system for building automation and control that is developed 

based on a distributed model predictive control. The implemented distributed method significantly re- 

duces computation overhead with respect to the centralized methods. However, continuous data transfer 

between subsystems, which are often far from each other, is required when using this method. Informa- 

tion transmission between subsystems is very often subject to the limitations of transmission bandwidth 

and/or short communication range resulting in significant communication overhead. This causes signifi- 

cant time latency between making measurements and applying control commands, which adversely af- 

fects the control performance. Therefore, the distributed method used in this paper implements a two- 

level communication architecture to reduce the communication overhead. In order to avoid collision in 

communication inside neighborhood using this method, the TDMA-OFDMA scheme is used for wireless 

communication between distributed devices. Under these assumptions, the communication overhead is 

calculated. Then, a novel algorithm for finding the size of neighborhoods resulting in the lowest time 

latency between making measurements and applying control commands is presented for a typical office 

building. Finally, the satisfactory performance of the proposed cyber-physical system for the temperature 

control of a typical office building in the presence of disturbance and model inaccuracy is illustrated 

using computer simulations. 

© 2021 European Control Association. Published by Elsevier Ltd. All rights reserved. 
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. Introduction 

.1. Motivation and background 

Large-scale Building Automation and Control Systems (BACSs) 

re used for controlling the environment of buildings, such as 

emperature by means of Fan Coil Units (FCUs), air conditioning, 

nd ventilation. About half of the energy consumed in commercial 

uildings is directly related to space heating, cooling, and ven- 

ilation [9] . There are some commercial products available that 

re based on wired communication technologies for setting up 

ACSs. However, large-scale wireless BACSs, which are easy to 

eploy and cost-effective, have not been well studied yet. The 

dvent of easily controllable smart thermostats and smart meters 

with wireless communication and computation capabilities) and 

ew wireless communication infrastructures has made it possible 

o reduce building energy consumption by designing a wireless 
� This work was supported by the research office of Sharif University of 

echnology. 
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yber-physical system to operate the heating, cooling,and ventila- 

ion systems in a more efficient way to address the global energy 

nd environmental concerns. 

In recent years, advances in communication as well as sensor 

nd actuator technologies enable us to develop cyber-physical sys- 

ems. These systems are the new generation of Industrial Internet 

f Things (IIoT) systems. IIoT systems comprise of three different 

ayers: Field, communication,and computation. The field layer con- 

ists of distributed sensors, actuators,and other networked devices. 

he communication layer consists of low cost and low power con- 

umption Machine to Machine (M2M) IoT wireless communication 

odules, such as Digi XBee, LoRa, Sigfox. Each distributed field 

evice is equipped with at least one M2M IoT module in an IIoT 

ystem. This module transmits data from the attached field device 

o a gateway that connects the M2M module to the Internet. The 

omputation layer includes a computer server connected to the 

nternet. Data gathered from the field is received by this remote 

omputer in real time; and subsequently, it generates proper com- 

ands to be sent to field devices via the communication layer by 

unning the optimization, estimation, data mining,or the machine 

earning algorithms in real time. The ease of interconnection of 

istributed sensors and actuators and generally speaking the field 
rved. 

stem for building automation and control based on a distributed 
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Nomenclature 

BACSs Building Automation and Control Systems 

FCU Fan Coil Unit 

IIoT Industrial Internet of Things 

M2M Machine to Machine 

IoT Internet of Things 

TDMA Time Division Multiple Access 

OFDMA Orthogonal Frequency Division Multiple Access 

t Time (s) 

T i The temperature of node i (K) 

Q Thermal energy (J) 

C i The thermal capacitance of node i ( J 
K 

) 

R i j Thermal resistance between zone i and j ( k 
W 

) 

h Heat transfer coefficient ( W 

m 

2 k 
) 

A Area ( m 

2 ) 

L Wall/roof thickness (m) 
˙ Q 

i 
in 

The source heat transfer rate to room i (W) 

˙ m s 
i The mass flow rate from the heater to room i ( kg 

s ) 

c p The specific heat capacity of air ( J 
kg k 

) 

T i s The supply air temperature of room i ( k ) 

ρ Density of air ( kg 

m 

3 ) 

˙ V Volumetric flow rate ( m 

3 

s ) 

L Control horizon length 

Q , R Weighting matrices 

N v The total number of building rooms 

x i The state variable of the i th subsystem 

u i The decision variable of the i th subsystem 

v i Interacting variable 

LQ Linear Quadratic 

X i The closed convex subset of R 

n i 

G i The closed convex subset of R 

m i 

x d 
i 

The desired value for the i th state variable 

S i The i th subsystem 

N i The i th neighborhood 

n j The number of subsystems of the jth neighbor- 

hood 

MAC Medium Access Control 

FFD Full Function Device 

RFD Reduced Function Device 

PAN Personal Area Network 

CSMA/CA Carrier Sense Multiple Access with Collision Avoid- 

ance 

GTS Guaranteed Time Slot 

BI Beacon Interval 

SD Superframe Duration 

BO Beacon Order 

SO Superframe Order 

CAP Contention Access Period 

CFP Contention Free Period 

ZC ZigBee Coordinator 

ZR ZigBee Router 

ZED ZigBee End Device 

NSDU Network Service Data Unit 

NHR Network Header 

NPDU Network Protocol Data Unit 

MSDU MAC Service Data Unit 

MHR MAC Header 

MFR MAC Footer 

MPDU MAC Protocol Data Unit 

PSDU Physical Service Data Unit 

PHR Physical Header 
F

2 
SHR Synchronization Header 

PPDU Physical Protocol Data Unit 

LIFS Long Inter-Frame Spacing 

SIFS Short Inter-Frame Spacing 

B The beacon frame transfer time 

D The data frame transfer time without considering 

subsystems data 

C The command frame transfer time 

ACK The acknowledgment frame transfer time 

m j The size of the jth neighborhood 

m max The size of the biggest neighborhood 

m 

∗ The optimal size of neighborhood 

n j The number of persons in the jth room 

evices to IIoT systems results in larger and larger IIoT systems. As 

he size of IIoT systems increases, the available centralized algo- 

ithms, such as the active set method, the interior point method, 

he Kalman filter, etc., which the centralized computer server 

uns, are not able to complete their computation on time due to 

he huge computational complexity associated with large-scale 

IoT systems. One way to overcome this computational scalability 

roblem is to use the cloud computing concepts and exploit the 

vailable computational resources of the field. In IIoT systems, 

ach distributed sensor, actuator,or networked device is equipped 

ith at least one M2M IoT module, which is an embedded system 

quipped with a microprocessor/microcontroller. These distributed 

mbedded systems provide us with one of the computational 

esources of the field. Having this computational resource, one 

ay to overcome the aforementioned drawback is to break down 

he computational load of the centralized computer server to the 

istributed computational resources of the field and use parallel 

omputation and consensus to complete the required centralized 

omputation on time. In this type of IIoT systems, the computation 

ayer is integrated to the field layer forming a new type of IIoT 

ystems, which is known as cyber-physical systems. The main 

dvantages of cyber-physical systems over IIoT systems are the 

calability, higher reliability (due to its distributed nature), the ease 

f implementation, the lower cost of implementation and main- 

enance, etc. Therefore, the applications domain of cyber-physical 

ystems is now very vast. It ranges from agricultural irrigation 

etworks [19] to smart buildings [4,27,30,35] and power systems. 

To illustrate the application of the cyber-physical system de- 

cribed above, let us consider controlling the temperature of an 

ffice with several rooms and hallways. One easy way for control- 

ing the environment of this office as used in many places is as 

ollows: In each room and hallway (referred to as subsystem), at 

east a thermostat which includes a sensor, a tuning volume, and 

n electrical relay is deployed to measure temperature, and a fan 

oil unit (actuator) is also installed to maintain the temperature 

lose to the desired value. Moreover, the temperature control pol- 

cy in each room and hallway is designed in a fully decentralized 

ashion without considering the temperature interaction between 

ooms and hallways, which from now on are referred to as sub- 

ystems. However, as internal doors are opened, the distribution 

f subsystems temperature changes, and hence, the implemented 

ontrol policy becomes inefficient as it has been designed in a 

ully decentralized way. Now, suppose actuators and sensors in the 

etup proposed in this paper are equipped with wireless commu- 

ication modules. Therefore; they can collaborate with each other 

or the temperature regulation of the entire building. To achieve 

his goal, a performance criterion for the entire building that 

enalizes both the energy consumption and the deviation of each 

ubsystem temperature from the desired temperature is defined. 

or this setup, each decision-maker is defined as the collection of 
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he thermostat and fan coil of each subsystem equipped with at 

east one M2M wireless communication module. In this setup, the 

ecision-makers can be designed to minimize this performance 

riterion subject to the thermal dynamics of the building and 

perational constraints forming a wireless cyber-physical system 

or building automation and control. Two main methodologies 

ave been developed to address this optimal control problem: One 

s based on the centralized optimization methodology, and the 

ther one is based on the distributed optimization methodology. 

he conventional and widely used methodology is the centralized 

ethodology, e.g., [31] . However, for large-scale buildings with 

any subsystems, the implementation of centralized methods 

equires high-performance computing devices with very fast pro- 

essors and very large memory, which are beyond the available 

omputational power and memory of each distributed decision- 

aker. Therefore, the distributed optimization methods have 

een introduced in the literature for developing cyber-physical 

ystems by distributing the computational load to distributed 

ecision-makers [19,32,36,45] . It has been shown that distributed 

ethods are successful and superior with respect to centralized 

ethods in many aspects, especially in terms of computational 

omplexity [16,18] and reliability. Because of the above reasons, we 

mplement the distributed optimization methods for distributing 

he computational load to the distributed decision-makers of 

he proposed cyber-physical system to tune actuators settings 

roperly. 

Wireless cyber-physical systems are very often subject to com- 

unication delays. Therefore, many research papers in this area are 

oncerned with the analysis and compensation of communication 

elay effects in distributed networks, e.g., [12,17,50] . A hierarchical 

two-level) communication architecture and a three-step algorithm 

ncluding an extra outer iterate step are proposed in [19,44] to 

rovide scope for managing the communication overhead, which 

s associated with the distributed optimization methods. In this 

istributed optimization method, distributed decision-makers are 

rouped into disjoint neighborhoods of nearby decision-makers; 

nd the number of decision-makers within a neighborhood de- 

otes the size of the neighborhood. The exchange of information 

etween decision-makers within a neighborhood, which is subject 

o low communication overhead, frequently occurs after each 

ecision variable update. In contrast, the exchange of information 

etween neighborhoods, which is subject to high communication 

verhead, is limited to be less frequent. Hence, as most of the 

ommunication between distributed decision-makers is within 

eighborhoods (referred to as inside neighborhood communica- 

ion), the communication overhead of the method of [19,44] is 

uch less than that of the other distributed methods, e.g., [46] , 

hat uses a single – level communication architecture. This is 

hown in Section 3 by calculating the communication cost for 

nside neighborhood communication denoted by C in com 

and between 

eighborhood communication (referred to as all to all communica- 

ion) denoted by C out 
com 

. In large-scale systems with many geograph- 

cally distributed decision-makers, C out 
com 

is much larger than C in com 

. 

herefore, in the distributed methods that use single-level commu- 

ication architecture for communication, the communication over- 

ead is extremely high as all the time, all to all communication 

akes place. Hence, in this paper, we use the distributed method of 

19] that uses the two-level communication architecture; because 

rom the communication point of view, it is efficient. In this 

ethod, each decision-maker within a neighborhood frequently 

pdates its local component of the overall decision variable by 

olving an optimization problem of reduced size. The updated 

alue is then communicated to all other neighboring decision- 

akers. This inside neighborhood update or communication is 

eferred to as an inner iterate. In addition to inner iterates, up- 

ates of decision variables from other neighborhoods are received 
3 
eriodically. They are referred to as outer iterates. Between outer 

terates, distributed decision-makers continue to compute and 

efine the local approximation of the optimal solution with fixed 

alues for decision variables from outside the neighborhood. These 

nner-outer iterates continue until an ε-convergence stopping 

riterion is satisfied. 

Due to the superiority of distributed optimization methods 

ith respect to the conventional centralized methods, In the pro- 

osed cyber-physical system we use the distributed optimization 

ethod introduced in [19,44] for the temperature control of build- 

ngs by considering the effects of computational latency, which is 

he summation of the computation overhead and communication 

verhead. Note that the proofs for the feasibility, convergence, and 

he optimality of the distributed method used in this paper for 

he temperature control were previously presented in [19] . In the 

forementioned reference, a novel distributed optimization method 

as been presented; and then a novel cyber-physical system, which 

s based on this optimization method, has been introduced for 

mproving the performance of Australia’s automated irrigation 

etwork. In sum, in the wireless cyber-physical system proposed 

n this paper for the temperature regulation of large-scale build- 

ngs, the field layer consists of distributed decision-makers. Each 

ubsystem (room or hallway) is equipped with a decision-maker 

nd a decision-maker is the collection of at least one thermostat 

nd one fan coil unit equipped with one M2M IoT module. In this 

yber-physical system, distributed M2M wireless IoT modules form 

he communication layer and the computation layer is integrated 

ith the field layer using the distributed optimization method 

f [19] . 

.2. Paper contributions 

This paper introduces a cyber-physical system for building 

utomation and control, as described above, which is developed 

ased on the distributed optimization method of [19] . An appli- 

ation of this method for the temperature control of a building 

s presented. This method requires simultaneous communication 

ithin neighborhoods. Therefore, to avoid a collision in inside 

eighborhood communication using this method, the TDMA (time 

ivision multiple access)-OFDMA (orthogonal frequency division 

ultiple access) scheme must be used for wireless communication 

etween the distributed decision-makers. This type of communi- 

ation can be easily implemented using M2M IoT modules. For 

xample, the XBee module of Digi International provides us with 

his feature. Each XBee module is equipped with an embedded 

rocessor, which can also be used for distributed computation. 

ach subsystem of the building is equipped with a decision-maker, 

hich includes at least a thermostat as well as a fan coil equipped 

ith an M2M IoT module. Under this setup, the communication 

verhead is calculated. Then, a novel algorithm for finding the 

ize of neighborhoods resulting in the lowest time latency be- 

ween making measurements and applying control commands 

s presented for a typical office building. Finally, the satisfactory 

erformance of the distributed model predictive control method, 

hich is developed based on the distributed optimization method 

f [19] , with minimum time latency for the temperature control of 

his building in the presence of disturbance and model inaccuracy, 

s illustrated by computer simulations. Distributed control meth- 

ds for building automation and control have been investigated 

reviously in [4,27,30,35,40] ; however, unlike this paper, none 

f the available studies are concerned with the effects of com- 

unication and computation overheads on building automation 

erformance, and they do not find the best trade-off between 

ontrol performance, communication overhead and computation 

verhead for building automation. 
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.3. Paper organization 

This paper is organized as follows: the introduction was pre- 

ented in Section 1 . Section 2 describes building temperature 

ontrol system by presenting the optimal control problem to be 

olved, the distributed optimization method introduced in [19] , 

nd the thermal model of a typical office building. Section 3 is de- 

oted to the communication part. In Section 4 , the optimal trade- 

ff between control performance, communication overhead and 

omputation overhead are determined for a typical office building 

f interest by finding the optimal size of neighborhoods, denoted 

y m 

∗ for this building. Using computer simulations, the satisfac- 

ory performance of the proposed wireless cyber-physical system 

ith the optimal size of neighborhoods for the temperature con- 

rol of this building in the presence of disturbance is illustrated in 

ection 5 . Finally, the paper is concluded in Section 6 . 

. Temperature control of building 

This section describes the temperature control aspect of build- 

ng automation and control system by presenting the thermal 

odel of a typical office building, the optimal control problem to 

e solved, and the distributed optimization method introduced in 

19] . 

.1. Thermal model of a typical building 

Extensive literature exists on modeling the conductive and con- 

ective heat transfer interaction between two rooms through the 

omponents separating them. The most common thermal model- 

ng framework to model this interaction is based on a network 

f resistors and capacitors presented in [5,7,23,49] . For a typical 

arge-scale office building, the number of nodes and edges for this 

C network will be in the order of thousands [13,24] . In control 

pplications, the model should be as simple as possible for large- 

cale systems and detailed enough to be reliable. Hence, most of 

he available computer-facilitated modeling tools, which are based 

n this RC modeling, are not suitable in this paper, as they result 

n complex models that cannot be readily used for large-scale con- 

rol purposes. In recent years, a particular RC modeling for real- 

stic buildings is proposed and used for designing control policy 

6,31,41] . 

To develop such a simplified yet descriptive RC model, it 

s assumed that the pressure is constant throughout the build- 

ng/system, and the amount of air exiting a zone (room or hallway) 

s equal to the air entering. The model used in this paper has the 

ame dynamic characteristics as the model of [22] , as described by 

he following simple example shown in Fig. 1 . 

Fig. 1 illustrates heat transfer in a room with two external walls 

1 and 2), two internal walls (3 and 4), a floor, and a ceiling (5 and

). U i, j ( 
W 

K 
) is thermal transmittance of the components; C i ( 

J 
K 
) is

he thermal capacitance of air and the components; T i is the tem- 

erature of the components and indoor and T o ( K ) is the temper- 

ture of outdoor air. The diagram illustrated in Fig. 1 is similar to 

he RC electrical circuit. The thermal capacity of a component is 

quivalent to the capacity of a capacitor, thermal resistance equiv- 

lent to electrical resistance, and temperatures are equivalent to 

oltages in an electrical circuit. The air temperature, T i ( K ) , inside 

he room is related to other parameters by the following differen- 

ial equations [14] : 

 1 
˙ T 1 = (−U 1 , 1 − U 1 , 2 ) T 1 + U 1 , 1 T i + U 1 , 2 T o , 

 2 
˙ T 2 = (−U 2 , 1 − U 2 , 2 ) T 2 + U 2 , 1 T i + U 2 , 2 T o , 

˙ T 3 , 4 = −β1 T 3 , 4 + 

U 3 , 2 

C 3 
U 3 , 1 T z1 + 

U 4 , 2 

C 4 
U 4 , 1 T z2 + 

(
U 

2 
3 , 1 

C 3 
+ 

U 

2 
4 , 1 

C 4 

)
T i , 
4 
˙ T 5 , 6 = −β2 T 5 , 6 + 

U 5 , 2 

C 5 
U 5 , 1 T zc + 

U 6 , 2 

C 6 
U 6 , 1 T z f + 

(
U 

2 
5 , 1 

C 5 
+ 

U 

2 
6 , 1 

C 6 

)
T i , 

C i ˙ T i = U 1 , 1 T 1 + U 2 , 1 T 2 + T 3 , 4 + T 5 , 6 

+ (−U 1 , 1 − U 2 , 1 − U 3 , 1 − U 4 , 1 − U 5 , 1 − U 6 , 1 ) T i + 

˙ Q 

i 
s , (1) 

here 

 3 = U 3 , 1 + U 3 , 2 , U 4 = U 4 , 1 + U 4 , 2 , 

 5 = U 5 , 1 + U 5 , 2 , U 6 = U 6 , 1 + U 6 , 2 , 

U 3 

C 3 
= 

U 4 

C 4 
= 

A 3 u 

ρA 3 dc 
= 

A 4 u 

ρA 4 dc 
= 

u 

ρdc 
= β1 , 

U 5 

C 5 
= 

U 6 

C 6 
= β2 , 

 3 , 4 = U 3 , 1 T 3 + U 4 , 1 T 4 , 

 5 , 6 = U 5 , 1 T 5 + U 6 , 1 T 6 , 

(2) 

here ρ ( kg 

m 

3 ) is the density, A i ( m 

2 ) is the area of walls, etc., d

 m ) is the thickness of walls, etc., c ( J 
kgK 

) is the specific heat ca-

acity of wall, and u ( W 

m 

2 K 
) is the specific thermal transmittance. 

or a more comprehensive overview of the above formulation, re- 

er to [14,22] . In the above equation, ˙ Q 

i 
s ( W ) is the heat transfer

ate of the source to subsystem i ; and it is obtained using the 

ollowing expression [31] : 

˙ 
 

i 
s = 

˙ m s 
i 
c p (T i s − T i ) , (3) 

here ˙ m s 
i ( kg 

s ) is the mass flow rate from the heater to room i , c p 

 

J 
kg K 

) is the specific heat capacity of air, and T i s ( K ) is the supply

ir temperature of room i . ˙ m s 
i is also given by 

˙ 
 s 
i = ρ ˙ V s 

i 
, (4) 

here ρ ( kg 

m 

3 ) is the density of air and 

˙ V ( m 

3 

s ) is the volumetric 

ow rate of the source. Therefore, ˙ Q 

i 
s is given by: 

˙ 
 

i 
s = ρ ˙ V s 

i 
c p (T i s − T i ) . (5) 

his substitution is done because ˙ V s is easier to measure than ˙ m s 
i . 

t is not practical to use ˙ Q 

i 
s as the input of the model; because the 

ontroller cannot act on the heat transfer rate directly. Therefore, 

n the heating system used in this paper, the volumetric airflow 

ate will be constant, and the supply air temperature is used as a 

ecision variable. This is known as the Constant Air Volume (CAV) 

ystem. The CAV system can be realized, for example, using Fan 

oil Units (FCUs) with constant air volume, where its coil tempera- 

ure is adjusted by controlling the flow rate of hot water or refrig- 

rant liquid passing through its coil. Obviously, when we set a new 

emperature for an FCU, it takes some time that its coil tempera- 

ure reaches the desired temperature. However, as the dynamic be- 

ween the coil desired temperature and the actual coil temperature 

s much faster than that of building temperature, throughout with- 

ut loss of generality, we can consider the source temperature, T s , 

s the decision variable when we use FCUs under the CAV system. 

Note that in this paper, sol-air temperature is used instead of 

he outdoor temperature, T o , in (1) in order to consider the heat 

ux through external building walls and roof, which consists of 

ncident solar radiation, radiant heat exchange with the sky, and 

ther outer surroundings, as well as convective heat transfer from 

he outdoor air. The sol-air temperature as defined in [20,26,43] is 

he temperature of the outdoor air, which in the absence of all 

adiation variations, gives the same heat transfer rate into the 

urface as the above variations (incident solar radiation, etc.) 

ives. Having that, in order to complete the thermal model of a 
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Fig. 1. The equivalent electrical model of the heat transfer in a room [14] . 
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uilding, the sol-air temperature is calculated using the following 

xpression. 

 sa = T o + 

αS 

h o 
− ξ�R 

h o 
, (6) 

here T sa (K) is the sol-air temperature, T o (K) is the daily mean 

alue of hourly outdoor air temperature, α is the absorption 

oefficient of the external surface for solar radiation, S ( W 

m 

2 ) is the 

lobal daily mean value of hourly solar radiation incident on the 

urface, ξ is the emissivity of the external surface, �R ( W 

m 

2 ) is the 

ifference between the longwave radiation from the surroundings 

f the building (including the sky) and the radiation emitted by 

 black body at the outdoor air temperature, and h o ( W 

m 

2 k 
) is the

utside heat transfer coefficient. 

The above equation implies that the sol-air temperature is 

quivalent to the outdoor air temperature plus the impacts of the 

ncident radiation absorbed by the outer surface minus the impacts 

f the emitted radiation to the sky and surroundings. 

Note also that in order to consider the impacts of open doors 

nd to calculate the heat transfer through them, the following 

quation borrowed from [3,33,39] is used for each door: 

˙ 
 

i 
OD = ρ ˙ V 

i c p (T j − T i ) , (7) 

here ρ ( kg 

m 

3 ) is the density of air, ˙ V ( m 

3 

s ) is the volumetric flow

ate between two rooms which is calculated by multiplying air ve- 

ocity (0.1 ( m 

s ) [42] ) by the cross-section area of the door ( m 

2 ), and

 p ( 
J 

kg K 
) is the specific heat capacity of air. T i and T j are the air

emperature of rooms i and j. 

This paper is concerned with the temperature control of a typ- 

cal office building with four floors and 98 rooms/hallways. As it is 

hown in Figs. 2 –5 , this building was simulated by DesignBuilder 

oftware [8] . The thermal model of this building is obtained using 
5 
he above-mentioned RC model and the software construction de- 

ails for typical offices are used to obtain the thermal parameters 

f this model. The thermal model of this building has the following 

orm: 

˙ 
 = Ax + Bu, 

 = Cx, 
(8) 

here x = [ T 1 , T 2 , ..., T N t ] 
′ 

is the state vector that includes the tem-

eratures of not only the rooms but also the internal nodes of 

he components. These nodes are indexed in such a way that the 

rst N v = 98 components of x correspond to the space temperature 

f rooms/hallways, and the remaining N t − N v = 292 states corre- 

pond to internal node temperatures of the components (walls, 

eilings, roofs, etc.). The input vector u = [ T 1 s , T 
2 

s , ..., T 
N v 

s , T sa ] 
′ 

in-

ludes the supply air temperature of rooms and the sol-air tem- 

eratures. Note that only the first N v components of the vector u 

nclude the decision variables. The elements of the matrices A and 

 are determined by the thermal capacitance and resistance of all 

he components of rooms/hallways and they are extracted from the 

esignBuilder Software. Note that A is a 390 ×390 matrix, and B is 

 390 ×103 matrix. Therefore, due to the huge dimensions of these 

atrices, we are not able to present them in the paper. Finally, C

s chosen in such a way that y = [ T 1 , T 2 , ..., T N v ] 
′ 
. 

To avoid the unnecessary computational cost, in this paper, a 

uitable model reduction technique, as described below, is imple- 

ented on the above model. The model reduction technique ap- 

lied in this paper is based on the balanced realization theory [29] . 

y using this technique, the most significant portion of the input- 

utput relations of the actual model is preserved by the reduced 

odel. 
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Fig. 2. Ground floor map of the office building. 

Fig. 3. First floor map of the office building. 

Fig. 4. Second floor map of the office building. 
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Fig. 5. Third floor map of the office building. 
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Consider the Nth order LTI model of (8) that is discretized with 

he sample time of 1 s: 

 [ k + 1] = Ax [ k ] + Bu [ k ] , 

 [ k ] = Cx [ k ] 
(9) 

his system is open-loop stable and is balanced if its controllabil- 

ty Gramian ( W c ) and observability Gramian ( W o ) are identical and

iagonal. It is known that there is an invertible state-space trans- 

ormation matrix, T b : 

¯
 = T b x, (10) 

uch that 

¯
 [ k + 1] = T b AT −1 

b 
x̄ [ k ] + T b Bu [ k ] 

= Ā ̄x [ k ] + B̄ u [ k ] , 
(11) 

y [ k ] = CT −1 
b 

x̄ [ k ] = C̄ ̄x [ k ] , 

¯
 c = T b W c T 

′ 
b , 

¯
 o = (T −1 

b 
) 

′ 
W o T 

−1 
b 

, 

¯
 c = W̄ o = � = diag(σ1 , σ2 , ..., σn ) , (12) 

1 ≥ σ2 ≥ ... ≥ σn ≥ 0 , 

here σi is the Hankel singular value which is independent of the 

hoice of T b . The main idea of the balanced model reduction is 

hat the states that correspond to larger singular values have more 

ffect on the input-output behavior of the system; and therefore, 

hey must be kept. Conversely, those correspond to smaller singu- 

ar values have less effect on the input-output behavior of the sys- 

em, and therefore, they can be removed. Hence, in the system of 

11) , which is in the balanced form [34] , by setting a threshold for

ingular values (in this paper σi ≤ 0 . 1 ), x̄ can be divided into more

mportant states ( ̄x 1 ∈ R 

N r ) and less important states ( ̄x 2 ∈ R 

N−N r ),

s follows: 

x̄ 1 [ k + 1] 
x̄ 2 [ k + 1] 

]
= 

[
Ā 11 Ā 12 

Ā 21 Ā 22 

]
= 

[
x̄ 1 [ k ] 
x̄ 2 [ k ] 

]
+ 

[
B̄ 1 

B̄ 2 

]
u [ k ] , 

 [ k ] = 

[
C̄ 1 C̄ 2 

][x̄ 1 [ k ] 
x̄ 2 [ k ] 

]
, 

y removing the less important portion of the model (that corre- 

ponds to x̄ 2 ), the reduced N r th order system ( N r = 98 ) is derived,

s follows: 

¯
 1 [ k + 1] = Ā 11 ̄x 1 [ k ] + B̄ 1 u [ k ] 
7 
 [ k ] = C̄ 1 ̄x 1 [ k ] . (13) 

he reduced system of (13) has most of the system features. How- 

ver, its steady-state response is different from that of the original 

ystem. The authors of [25] suggested the following modification 

or maintaining the steady-state response, which is also used in 

his paper: 

¯
 1 [ k + 1] = ( ̄A 11 − Ā 12 ̄A 

−1 
22 

Ā 21 ) ̄x 1 [ k ] + ( ̄B 1 − Ā 12 ̄A 

−1 
22 

B̄ 2 ) u [ k ] 

= 

ˆ A ̄x 1 [ k ] + 

ˆ B u [ k ] , 

y [ k ] = ( ̄C 1 − C̄ 2 ̄A 

−1 
22 

Ā 21 ) ̄x 1 [ k ] 

= 

ˆ C ̄x 1 [ k ] 

(14) 

emark 2.1. As clarified above, the original state-space represen- 

ation of the system, i.e., Eq. (8) has 98+292 state variables, where 

fter model reduction, only 98 states remain for designing the op- 

imal control strategy. Note that as clarified, the balanced realiza- 

ion model reduction method is used in this paper. This method 

reserves input and output vectors. Because the output vector con- 

ists of the first 98 states of the state vector of Eq. (8) , the number

f state variables of the reduced model must be at least 98 states. 

hese remaining state variables summarize the effects of 98+292 

tate variables of the original state-space representation. Note also 

hat the state-space representation of Eq. (8) is used as the system 

ynamics for the simulation, and the reduced model (14) is used 

or designing the optimal control strategy. 

Furthermore, in order to compensate for the effects of the com- 

utational latency, the time step for updating the control action, T , 

ust be chosen much larger than the average computational la- 

ency. In this paper, this time step is chosen to be at least four 

imes greater than the computational latency. Therefore, for de- 

igning the controller and obtaining optimal inputs, the reduced- 

rder model of (14) , which was discretized with the sample time 

f 1 s, is re-sampled with a new sample period of T seconds as 

ollows: 

¯
 1 [ k + 1] = 

ˆ A 

T x̄ 1 [ k ] + 

( 

T −1 ∑ 

j=0 

ˆ A 

T − j−1 ˆ B 

) 

u [ k ] 

y [ k ] = 

ˆ C ̄x 1 [ k ] y [ k ] = y (kT ) , x̄ 1 [ k ] = x̄ 1 [ kT ] . (15) 

As clarified in Remark 2.1 , the state-space model of (15) is used 

or designing the controller. The control action is then applied to 

he state space representation of (8) whenever it is updated. It is 

enerally assumed that the control action applies to the system 
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s soon as the sensor measurements are provided for the con- 

roller. However, in practical scenarios, there may be a delay be- 

ween making measurements and applying control commands due 

o computational latency for updating control action. Therefore, in 

rder to consider the impacts of this delay into the system, the 

ontinuous-time system of (8) is discretized as follows: 

˙ 
 (t) = Ax (t) + Bu (t) , 

 (t) = e At x (0) + e At 

∫ t 

0 

e −Aγ Bu (γ ) dγ , 

ow from the above system response in the k th sample time, we 

ave: 

 [ k ] = x (kT ) = e AkT x [0] + e AkT 

∫ kT 

0 

e −Aγ Bu (γ ) dγ . (16)

imilarly, in the k + 1 th sample time, we have: 

 [ k + 1] = x ((k + 1) T ) 

= e A (k +1) T x [ 0 ] + e A (k +1) T 

∫ (k +1) T 

0 

e −Aγ Bu (γ ) dγ , (17) 

ow, by subtracting this equation from the Eq. (16) multiplied by 

 

AT , we have: 

 [ k + 1 ] − e AT x [ k ] = e A (k +1) T 

∫ (k +1) T 

kT 

e −Aγ Bu (γ ) dγ , (18)

ow, if the computational latency is T d , then 

 [ k + 1 ] = e AT x [ k ] + e A (k +1) T 

∫ (kT + T d ) 

kT 

e −Aγ Bu O dγ

+ e A (k +1) T 

∫ (k +1) T 

(kT + T d ) 
e −Aγ Bu N dγ , (19) 

here 

 (γ ) 

= 

{
u O ( the previous control input ) , kT ≤ γ < kT + T d 

u N ( the new control input ) , kT + T d ≤ γ < (k + 1) T 

(20) 

⇒ 

 [ k + 1] = e AT x [ k ] + Bu O e 
A (k +1) T 

∫ (kT + T d ) 

kT 

e −Aγ dγ

+ Bu N e 
A (k +1) T 

∫ (k +1) T 

(kT + T d ) 
e −Aγ dγ . (21) 

he above dynamic model is used to present the effects of the con- 

rol actions for the temperature regulation of the office building. 

.2. Optimal control problem 

In this paper, we are interested in the temperature control of a 

ypical office building. In building temperature control, the energy 

se should be optimized, and at the same time, zones temperature 

hould be maintained around desired values. To this end, an opti- 

al control problem subject to thermal dynamics of the building 

nd comfort constraints is formulated as follows: 

min 

u 1 ,u 2 ,...,u N v ) 

N r ∑ 

i =1 

L −1 ∑ 

k =0 

|| y i [ k ] − y d i || 2 Q + || u i [ k ] || 2 R (22)

ubject to thermal dynamics (15) and the following operational 

onstraints: 

 i,min ≤ u i [ k ] ≤ u i,max , y i,min ≤ y i [ k ] ≤ y i,max . (23)

n the above optimal control problem, y d 
i 

is the desired value for 

he temperature of the i th subsystem, L is the control horizon 
8 
ength, which is often long, and Q ≥ 0 and R > 0 are weighting ma-

rices. Similar quadratic cost functions for BACS have been consid- 

red in the literature (e.g., [31] ). 

The above optimal control problem is a constrained problem, 

nd hence, the receding horizon idea (i.e., the model predictive 

ontrol method) can be used to solve this problem in real time. 

hat is, in each time step, a finite-horizon optimal control problem 

s formulated using the above problem and solved with the cost 

unction J k , where 

 k = 

N v ∑ 

i =1 

k + N−1 ∑ 

j= k 
|| y i [ j] − y d i || 2 Q + || u i [ j] || 2 R , N << L. (24)

his results in the optimal trajectories of inputs and states into 

he future satisfying the dynamics and constraints of the building 

hile minimizing the quadratic cost function, J k , over the future 

nputs within a window size of N << L , where only the first ele-

ents of the optimal trajectory of inputs are applied to the system. 

his procedure is then repeated for the next time steps. In terms of 

uilding temperature control, this means that at the present time 

nstant, a heating/cooling plan is formulated for the next several 

ours to days, based on predictions of the upcoming conditions. 

.3. Distributed optimization method 

In large-scale building automation and control systems, the to- 

al number of constraints and decision variables can be very large. 

his means, in many cases, that the computation overhead (the 

ime spent computing the optimal solution) using the central- 

zed optimization methods at each receding horizon may not be 

ractical. A distributed optimization method exploiting a hierar- 

hical (two-level) architecture for communication (see Fig. 6 ) and 

 three-step algorithm were introduced in [44] to overcome this 

omputation scalability problem. In the mentioned reference, the 

uthors did not provide any mathematical proofs for the feasibil- 

ty, convergence, and optimality under the hierarchical exchange 

f updates. This gap was filled in [19] . The distributed optimiza- 

ion method of [19] is concerned with a system with N v distributed 

nteracting linear time-invariant subsystems each equipped with a 

ecision-maker, denoted by S i with the decision variable u i , which 

as the following form: 

 i : x i [ k + 1] = A i x i [ k ] + B i u i [ k ] + v i [ k ] , y i [ k ] = C i x i [ k ] , 

i = 1 , 2 , ..., N v , k ∈ { 0 , 1 , 2 , ..., N − 1 } , (25) 

here x i , u i and y i are the state variable, the decision variable and

he output of the i th subsystem, respectively, and v i is the inter- 

cting variable that summarizes the effect of other subsystems on 

ubsystem with the decision-maker S i : 

 i [ k ] = 

N v ∑ 

j =1 , j 	 = i 
(M i j x j [ k ] + N i j u j [ k ]) . (26) 

or this system, the following Linear-Quadratic (LQ) constrained 

ptimization problem must be solved subject to the dynamics of 

ubsystems and operational constraints, x i [ k ] ∈ X i and u i [ k ] ∈ G i ,
here X i is a closed convex subset of the real Euclidean space with 

he dimension of n i > 0(i.e., X i ⊂ R 

n i ) modeling the constraint set 

n the i th state variable, and G i is a closed convex subset of R 

m i 

odeling the time-invariant constraint set on the i th decision vari- 

ble. That is, we are dealing with the following optimization prob- 

em: 

min 

u 
{ J k (x [ k ] , u 1 , . . . , u N v ) , subject to (25) x i [ j] ∈ X i , u i [ j] ∈ G i , 

∀ i, j ∈ { k, k + 1 , ..., k + N − 1 }} , (27) 
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Fig. 6. Two-level architecture for exchanging information between distributed decision-makers. Solid circle represent distributed decision-makers, solid arrows between 

distributed decision-makers mean frequent update and communication and dashed arrows between neighborhoods mean less frequent update and communication. 
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 k (x [ k ] , u 1 , ..., u N v ) 
. = 

N v ∑ 

i =1 

k + N−1 ∑ 

j= k 
‖ x i [ j] − x d i ‖ 

2 
Q + ‖ u i [ j] ‖ 

2 
R (28) 

here x d 
i 

is the desired value for the state variable (desired set 

oint), and Q ≥ 0 and R > 0 are weighting matrices. Note that 

ithout considering the remaining disturbance vector, the opti- 

ization problem that must be solved at each receding horizon 

or building temperature control of the previous section is of the 

orm of the above optimization problem. 

Since the centralized optimization methods are not sufficient 

o provide a feasible solution for a large-scale building automa- 

ion system within a desired time period, in this paper, the dis- 

ributed method of [19] is used to solve the above optimization 

roblem. Towards solving this problem using the method pro- 

osed in [19] , the system (25) with N v distributed decision-makers: 

 1 , S 2 , . . . , S N v , is decomposed into q disjoint neighborhoods: 

 1 , . . . , N q , with specified sizes, as follows: N 1 = { S 1 , ..., S l 1 } , N 2 =
 S l 1 +1 , ..., S l 2 } ,...., N q = { S l q −1 +1 , ..., S N v } . Having that the distributed

ptimization method of [19] approximates the solution of the 

bove optimization problem by taking the following steps: 

• Initialization: The information exchange between neighborhoods 

at the outer iterate, t ∈ { 0 , 1 , 2 , ... } , makes it possible for ev-

ery decision-maker, S i , to initialize its local decision variable 

as h 0 
i 

= u t 
i 
∈ R 

Nm i , i ∈ { 1 , ..., N v } , where u 0 
i 

∈ U i are chosen ar-

bitrarily at t = 0 . Note that U i is the convex constraint set for

the decision variable u i resulted from the constraint sets G i and 

X i by considering the dynamic system mapping (25) . 

• Inner iterate: Between every two successive outer iterates, there 

are p̄ inner iterates. Every decision-maker, S i , of the neighbor- 

hood, N e ( e = 1 , 2 , ..., q ), performs p̄ inner iterates simultane-

ously with other subsystems as follows: 

For each inner iterate, p ∈ { 0 , 1 , ..., p̄ − 1 } , decision-maker S i 
first updates its decision variable via 

h 

p+1 
i 

= πi h 

∗
i + (1 − πi ) h 

p 
i 
, (29) 

where πi are chosen subject to πi > 0 , 
∑ l 1 

j=1 
π j = 

1 , ... 
∑ N v 

j= l q −1 +1 
π j = 1 and h ∗

i 
˙ = argmin h i ∈U i J k (x [ k ] , h 0 

1 
, ...,

h 0 
l e −1 

, h 
p 

l e −1 +1 
, ..., h i , ..., h 

p 

l e 
, h 0 

l e +1 
, ..., h 0 

N v 
) (note that l 0 = 0 ,
9 
l q = N v ). Then, it trades its updated decision variable, h 
p+1 
i 

, 

with all other distributed decision-makers in its neighborhood, 

N e . 

• Outer iterate: After p̄ inner iterates, there is an outer iterate 

update as follows: 

u 

t+1 
i 

= λi h 

p̄ 
i 

+ (1 − λi ) u 

t 
i , (30) 

where u t 
i 
= 

[
u t 

′ 
i 

[0] u t 
′ 

i 
[1] . . . u t 

′ 
i 

[ N − 1] 
]′ ∈ R 

Nm i , 

u t 
i 
[ j] ∈ R 

m i , j = 0 , 1 , 2 , ..., N − 1 , and λi , i = 1 , 2 , ..., N v ,

are chosen subject to λi > 0 , λ1 = · · · = λl 1 
, λl 1 +1 = · · · = 

λl 2 
, ..., λl q −1 +1 = · · · = λl q (λl q = λN v ) , λl 1 

+ λl 2 
+ · · · + λl q = 1 . 

Then, there is an outer iterate communication in which 

the updated decision variables, u t+1 
i 

, are shared between 

all neighborhoods, and subsequently between all distributed 

decision-makers. 

It is shown [19] that by increasing t , (u t 
1 
, u t 

2 
, ..., u t 

N v 
) converges

o (u ∗1 , u 
∗
2 , ..., u 

∗
N v 

) , which is the optimal solution of the above op-

imization problem. Hence, for a large enough t (denoted by T ε ), 

u T ε
1 

, u T ε
2 

, ..., u T ε
N v 

) is a good approximation of the optimal solution. 

We now define communication overhead, computation over- 

ead, and computational latency of the above three-step algorithm. 

efinition 2.2. (Communication overhead) Communication over- 

ead is defined as the total time spent for exchanging information 

etween distributed decision-makers to approximate the solution 

f the above optimization problem by u T ε
i 

, where for a priori fixed 

recision ε, T ε is the smallest integer that satisfies the following 

nequality: 

 J k (x [ k ] , u 

t 
1 , ..., u 

t 
N v 

) − J k (x [ k ] , u 

t+1 
1 , ..., u 

t+1 
N v 

) | ≤ ε, t ≥ T ε . 

efinition 2.3. (Computation overhead) At a given outer iteration, 

he neighborhood with the longest processing time for p̄ inner it- 

rations is defined as the dominating neighborhood at this iter- 

tion, and accordingly, the computational overhead is defined as 

he summation of the processing times of the dominated neighbor- 

oods for approximating the solution of the optimization problem 

y u T ε
i 

. 

efinition 2.4. (Computational latency) Computational latency is 

he summation of the communication overhead and computation 

verhead. 
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Fig. 7. Superframe structure [47] . 
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The feasibility, convergence, and optimality of the above three- 

tep method have been proven in [19] . 

. Calculation of the communication overhead 

For communication purposes, this paper focuses on IEEE 

02.15.4/ZigBee communication technology. IEEE 802.15.4 standard 

nd other specifications of ZigBee illustrate outstanding commu- 

ication technologies for large-scale, low data rate, low cost, low 

ower consumption, and simple operation wireless networks [38] . 

ote that XBee modules of Digi international have been developed 

ased on this standard. 

The Standard supports two medium access modes that can 

e selected by the Personal Area Network (PAN) Coordinator: 1. 

he non-beacon-enabled mode 2. The beacon-enabled mode. In 

on-beacon-enabled mode, the nodes can simply dispatch mes- 

ages using unslotted Carrier Sense Multiple Access with Collision 

voidance (CSMA/CA) channel access protocol. As a matter of 

act, the “collision avoidance” mechanism is based on a random 

elay prior to transmission, which only decreases the possibility 

f collisions. Therefore, this mode cannot ensure collision-free and 

redictable access to the shared wireless medium, and, as a result, 

t is not able to provide any time and resource guarantees. More 

etails about the non-beacon-enabled mode can be found in [10] . 

Now, in the beacon-enabled mode, beacon frames are peri- 

dically sent by the coordinator to synchronize nodes that are 

ssociated with them and to recognize the PAN. In addition to 

ransmission based on CSMA/CA, the beacon-enabled mode pro- 

ides a contention-free Guaranteed Time Slot (GTS) mechanism to 

upport time-critical data transmissions as well as collision-free 

nd predictable access to the wireless medium. 

This paper focuses on IEEE 802.15.4 beacon-enabled mode. 

ig. 7 shows a superframe structure approved by IEEE 802.15.4 

eacon-enabled mode. A superframe starts with a beacon (shown 

n the dark) issued by a PAN coordinator, containing an active por- 

ion and an inactive portion. The time between two consecutive 

eacon frames is called the Beacon Interval (BI). The Superframe 

uration (SD) describes the active portion of the BI and is divided 

nto 16 equal time slots, during which the coordinator and devices 

an communicate with each other. An inactive period may be op- 

ionally defined if BI > SD. During the inactive period (if it exists), 

ll nodes may enter a sleep and low-power mode (to save energy). 

owever, in the communication technique used in this paper, the 

nactive period is considered to be the time duration during which 

odes perform their process to derive the optimal solution. The 

TS reservation scheme resembles the Time Division Multiple Ac- 

ess (TDMA) scheme in terms of time slot reservation. However, 

or a TDMA, time is partitioned into frames of a fixed duration, 

nd each frame is partitioned into a fixed number of time slots. 
10 
evertheless, the Guaranteed Time Slot (GTS) in IEEE 802.15.4 does 

ot have fixed duration but rather has tunable duration by beacon 

arameters, and it is for dynamic time synchronization. BI and SD 

re specified by two parameters, the Beacon Order (BO) and the 

uperframe Order (SO), respectively, as follows: 

For integer numbers, SO and BO such that 0 ≤ SO ≤ BO ≤ 14 : 

BI = aBaseSuperF rameDuration × 2 

BO = 15 . 36 × 2 

BO ms , 

D = aBaseSuperF rameDuration × 2 

SO = 15 . 36 × 2 

SO ms , 

n the SD, nodes compete for medium access using Slotted 

SMA/CA during the Contention-Access Period (CAP). MAC com- 

ands are transmitted in the CAP. The GTS mechanism permits 

 device to access the medium without contention during the 

ontention Free Period (CFP). The GTS is assigned by the coordina- 

or and used only for data transmission between the coordinator 

nd a device. This assignment of the GTS cannot decrease the 

ength of the CAP to less than aMinCAPLength (7.04 ms) constant 

10] to ensure that MAC commands can still be transmitted when 

TSs are being used. The CFP supports up to seven GTSs, and a 

ingle GTS may spread over one or more time slots. Each GTS has 

nly one orientation: From the device to the coordinator or from 

he coordinator to the device. A device to which a GTS has been 

llocated can also communicate during the CAP. The coordinator is 

esponsible for implementing the GTS management. 

Recall that in this paper, the ZigBee module is used for commu- 

ication. Three types of devices are defined in ZigBee specification: 

igBee Coordinator (ZC), ZigBee Router (ZR), and ZigBee End De- 

ice (ZED). A ZC is an FFD (full function device), and there is only 

ne for each ZigBee Network capable of initiating and configuring 

he network formation, acting as a PAN coordinator. Furthermore, 

ny ZC can act as a ZR once the network is formed. A ZR is an

FD, associated with a ZC or with a formerly associated ZR, and 

akes part in multi-hop routing of messages. A ZED is any FFD or 

FD (reduced function device) that does not allow other devices to 

ssociate with it and does not take part in routing. 

Three network topologies are supported in IEEE 802.15.4/Zig- 

ee: Star, Mesh, and Cluster-tree. In all cases, a unique node op- 

rates as a ZC. The ZC picks out a PAN identifier, which must not 

e used by any other ZigBee network in the neighborhood. 

The Cluster-tree topology ( Fig. 8 c) is a special case that en- 

oys the benefits of both Star and Mesh networks, such as good 

calability, network synchronization, and predictable connectivity, 

hich is suitable for large-scale time-sensitive applications and 

hen there is a distributed synchronization mechanism (beacon- 

nabled mode). The advantage of this synchronization with peri- 

dic beacon frame transmissions from the ZCs is that nodes can 

ransmit their data at specific time slots without collision with 

ata from other nodes. Note that the beacon-enabled mode is not 
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Fig. 8. Star, mesh, and cluster-tree topology examples [47] . 

Fig. 9. Two-level architecture for exchanging information between distributed 

decision-makers using ZigBee modules. 

Table 1 

Comparison of star, mesh, and cluster-tree topologies. 

Star Mesh Cluster-Tree 

Scalability No Yes Yes 

Network synchronization Yes No Yes 

Deterministic routing Yes No Yes 

Contention free medium access Yes No Yes 
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Fig. 10. Structure of IEEE 802.15.4/ZigBee frames [15] . 
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ermitted in Mesh networks. The important aspects of the above 

hree topologies are summarized in Table 1 . 

Fig. 9 illustrates the two-level architecture for exchanging 

ata between distributed decision-makers of the distributed opti- 

ization method presented in the previous section using ZigBee 

odules. Note that each ZigBee module can use 16 different 

ommunication channels with orthogonal carrier frequencies 

or exchanging data. Each subsystem is equipped with a ZigBee 

odule, and to avoid inter-cluster collisions, all ZigBee modules 

nodes) in a neighborhood use the same communication channel 

ith specific carrier frequency different from neighboring neigh- 

orhoods carrier frequencies [1,28,48] . In each neighborhood, the 
11 
odes are organized in logical groups called clusters. Each ZR or 

C can organize a cluster and be a cluster-head such that all other 

odes in the cluster are within its effective communication range. 

ommunication between cluster-heads for outer iterate commu- 

ication is via another ZigBee module known as PAN coordinator. 

AN coordinator and cluster-heads use a communication channel 

ith a carrier frequency that is different from clusters carrier 

requencies used for inner neighborhoods communication. 

Any frame communicated in the network contains several parts. 

ig. 10 illustrates how the data payload is generated from the ap- 

lication layer to the physical layer. On the top, the payload is 

nown as Network Service Data Unit (NSDU) which is prefixed 

ith a network header (NHR). Together, NHR and NSDU constitute 

he Network Protocol Data Unit (NPDU), which is passed to the 

AC sub-layer as the MAC frame payload (MAC Service Data Unit 

MSDU)). The MAC payload, prefixed with a MAC Header (MHR) 

nd appended with a MAC Footer (MFR), forms the MAC Proto- 

ol Data Unit (MPDU). The MPDU is passed to the physical layer as 

he PHY payload (Physical Service Data Unit (PSDU)). The PHY pay- 

oad, prefixed with a Physical Header (PHR) and a Synchronization 

eader (SHR), forms the Physical Protocol Data Unit (PPDU), which 

an be dispatched to a wireless channel [2,47] . 

Note that in the distributed optimization control method of 

ection 2.3 , the payload data are u 0 
i 
, x i [ k ] , h 

p+1 
i 

, and u t+1 
i 

, in which

our bytes are allocated for exchanging them. To initialize the 
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Fig. 11. MAC beacon frame format [11] . 

Fig. 12. Data frame format [11] . 
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istributed optimal control method, at the beginning of the sample 

ime, k , it is required that u 0 
i 

and x i [ k ] be exchanged between all

istributed decision-makers, and to this end, an inner iterate com- 

unication followed by an outer iterate communication is required 

or exchanging u 0 
i 

and x i [ k ] . For other iterations, only exchanging

 

p+1 
i 

(in inner iterates) or u t+1 
i 

(in outer iterates) is required. 

Note also that each cluster can be seen as a Star sub-network, 

nd the cluster-head of a neighborhood periodically sends a beacon 

rame to other nodes of its neighborhood to identify the time slots 

or receiving data from other nodes. Note that the Beacon frame is 

 frame with an MPDU of Fig. 11 . 

If a node is ready for sending data to its cluster-head, it sends 

 GTS request command (i.e., a MAC command with MPDU that is 

llustrated in Fig. 14 ) to its cluster-head, to indicate its GTS char- 

cteristics according to the sending time requirement that receives 

nd replies it with an acknowledgment (an acknowledgment frame 

s illustrated in Fig. 13 ). In the next beacon frame, cluster-head 

pecifies the configuration parameters of each allocated GTS, i.e., 

TS device, GTS direction, GTS length, and GTS starting slot, and 

ach node sends its information data by data frame with the MPDU 

tructure shown in Fig. 12 at the allocated time slot to the cluster- 

ead. When cluster-head receives all information data from other 

odes, it broadcasts its information data to other nodes; and in this 

ay, inner iterate communication is completed. 

For the outer iterate, this procedure is repeated, but this time 

etween cluster-heads and PAN coordinator. 

Note that the consecutive frames, as shown in Fig. 15 , are sep- 

rated by a finite amount of time as shown in Fig. 16 , where Long

nter-Frame Spacing (LIFS) and Short Inter-Frame Spacing (SIFS) are 

he amount of time that is needed by the MAC sublayer to process 

ata received. SIFS is a duration of at least 0.192 ms for the frames

ith an MPDU size of smaller than 18 bytes, and LIFS is a duration

f at least 0.64 ms for the frames with an MPDU size of more than

8 bytes. The cluster-head can begin transmission of acknowledg- 

ent frame after at least a Turn Around Time = 0.192 ms because 

i

12 
ach device, to receive an acknowledgment, needs a Turn Around 

ime to change its radio from the TX (transmission) to RX (receive) 

ode. 

The bandwidth of ZigBee is equal to 250 kb 
s = 250 × 10 3 bits 

s . 

nowing that, the different frame transfer time can be calculated. 

he beacon frame transfer time (considering k = 23 , m = 14 , n = 22

n Fig. 11 ) is: 

 = 

(6 + 11 + 23 + 14 + 22) × 8 

250 × 10 

3 
= 2 . 432 ms . 

he data frame transfer time without considering subsystems data 

considering n = 16 in Fig. 12 ) is: 

 = 

(6 + 9 + 16) × 8 

250 × 10 

3 
= 1 . 120 ms . 

lso, data payload contains subsystems data, and each sub-system 

ata is 64 bits with the transfer time of L 0 = 

64 
250 ×10 3 

= 0 . 256 ms

or the first data exchange, and 32 bits with the transfer time 

f L = 

32 
250 ×10 3 

= 0 . 128 ms for the rest of data exchanges. The ac-

nowledgment frame transfer time is: 

CK = 

(6 + 5) × 8 

250 × 10 

3 
= 0 . 352 m s. 

he command frame transfer time (considering n = 17 in Fig. 14 ) 

s: 

 = 

(6 + 10 + 17) × 8 

250 × 10 

3 
= 1 . 056 ms . 

Now having that, we are ready to calculate the communi- 

ation overhead. Recall that the communication overhead, C com 

, 

s the total time spent for exchanging information between 

ubsystems/decision-makers to have an approximation of the opti- 

al solution up to a priori fixed precision, ε; and T ε is the smallest

nteger such that the following inequality holds for all t ≥ T ε : 

 J k (x [ k ] , u 

t 
1 , ..., u 

t 
N v 

) − J k (x [ k ] , u 

t+1 
1 , ..., u 

t+1 
N v 

) | ≤ ε, ∀ t ≥ T ε . 

ote that the total number of outer iterates for this approximation 

s 1 + T ε . 
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Fig. 13. MAC acknowledgment frame format [11] . 

Fig. 14. MAC command frame format [11] . 

Fig. 15. The transfer of frames during the CAP and CFP [37] . 

Fig. 16. Time delay between two consecutive frames [47] . 
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13 
Hence, in each inner iterate, there are two flows of information 

n the jth cluster: 

) From nodes to cluster-heads, in which for the inner it- 

rate communication associated with the first outer iter- 

te, it takes at least B + (m j − 1)((C + aT urnaroundT ime + 

 + LIF S) + (D + L 0 + LIF S)) + n si × aMinCAP Length millisec-

nds; and for the rest of the inner iterates communication, it 

akes B + (m j − 1)((C + aT urnaroundT ime + A + LIF S) + (D + L +
IF S)) + n si × aMinCAP Length milliseconds for sending h 

p+1 
i 

s of the 

jth cluster to its cluster-head. 

i) From cluster-heads to other nodes, which takes at least 

 si × aMinCAP Length + (m j − 1)((m j − 1)(D + L 0 + LIF S)) millisec- 

nds for the inner iterate associated with the first outer iterate 

ommunication; and n si × aMinCAP Length + (m j − 1)((m j − 1)(D + 

 + LIF S)) milliseconds for the rest of the iterations. 

Similarly, for the outer iterate communication, there are two 

ows of information: 

) From cluster-heads to PAN coordinator, which takes 

 + q (C + aT urnaroundT ime + A + LIF S) + n so × aMinCAP Length + 

 q 
j=1 

(D + m j × L 0 + LIF S) milliseconds in the first outer it- 

rate; and B + q (C + aT urnaroundT ime + A + LIF S) + n so ×
MinCAP Length + 

∑ q 
j=1 

(D + m j × L + LIF S) milliseconds for the 

est of the iterations. 

i) From PAN coordinator to cluster-heads, which takes n so ×
MinCAP Length + 

∑ q 
j=1 

((N v − m j ) × L 0 + (q − 1) D + (q − 1) LIF S) 

illiseconds for the first outer iterate and n so × aMinCAP Length + 

 q 
j=1 

((N v − m j ) × L + (q − 1) D + (q − 1) LIF S) milliseconds for the 

est of the outer iterates. 



A. Karbasi and A. Farhadi European Journal of Control xxx (xxxx) xxx 

ARTICLE IN PRESS 

JID: EJCON [m5G; June 12, 2021;5:38 ] 

n

t  

t

f

C

C

 

C

w

n

b

4

w

t

h

i

(  

r

s

b

h

F  

m

m

t

t

m

t

m

Table 2 

Different types of neighborhoods in the typical office building. 

Number of 

neighborhoods ( q ) 

Size of neighborhoods ( m j ) m max n si q n so 

6 18, 18, 18, 18, 18, 8 18 3 6 1 

7 14, 14, 14, 14, 14, 14, 14 14 2 7 1 

9 11, 11, 11, 11, 11, 11, 11, 11, 10 11 2 9 2 

14 7, 7, 7, 7, 7, 7, 7, 7, 7, 7, 7, 7, 7, 7 7 1 14 2 

Table 3 

Initial conditions for different m. 

Ambient temperature( T oa ) 
◦C = Inside 

temperature( x i [0] ) ◦C 

Initial input ( u i 0 ) 
◦C 

10 30 

12 30 

14 30 

16 30 

Fig. 17. Circle: average T ε for m = 7,11,14,18. Solid line: curve fit T a v r ε = −0 . 0119 m 

3 + 

0 . 9286 m 

2 − 22 . 2738 m + 219 . 5 . 

i

t

p

 

1  

1  

0  

a  

i

t

i

I

u

n

t

t

ε
o

o

l

n

a

a

Now, knowing that the total number of inner iterates commu- 

ication is 1 + p̄ T ε , the total number of outer iterates communica- 

ion is 1 + T ε , and the outer iterate occurs when all clusters finish

heir inner iterates, the communication overhead is calculated as 

ollows: 

 

in 
com 

= B + (m max − 1)((C + aT urnaroundT ime + A + LIF S) 

+ (D + L 0 + LIF S)) + (m max − 1)((m max − 1) 

× (D + L 0 + LIF S)) + 2 n si × aMinCAP Length 

+ (B + (m max − 1)((C + aT urnaroundT ime + A + LIF S) 

+ (D + L + LIF S)) + (m max − 1)((m max − 1) 

× (D + L + LIF S)) + 2 n si × aMinCAP Length ) ̄p T ε

= B + (m max − 1)(C + aT urnaroundT ime + A + LIF S) 

+ (m max − 1)(m max )(D + L 0 + LIF S) + 2 n si 

× aMinCAP Length + (B + (m max − 1) 

× (C + aT urnaroundT ime + A + LIF S) + (m max − 1)(m max ) 

× (D + L + LIF S) + 2 n si × aMinCAP Length ) ̄p T ε , (31) 

 

out 
com 

= B + q (C + aT urnaroundT ime + A + LIF S) 

+ 

q ∑ 

j=1 

(D + m j × L 0 + LIF S) + 

q ∑ 

j=1 

((N v − m j ) × L 0 

+ (q − 1) D + (q − 1) LIF S) + 2 n so × aMinCAP Length 

+ (B + q (C + aT urnaroundT ime + A + LIF S) 

+ 

q ∑ 

j=1 

(D + m j × L + LIF S) + 

q ∑ 

j=1 

((N v − m j ) × L + (q − 1) D 

+ (q − 1) LIF S) + 2 n so × aMinCAP Length ) T ε

= B + q (C + aT urnaroundT ime + A + LIF S) 

+ q (q × D + N v × L 0 + q × LIF S) + 2 n so × aMinCAP Length 

+ (B + q (C + aT urnaroundT ime + A + LIF S) 

+ q (q × D + N v × L + q × LIF S) + 2 n so × aMinCAP Length ) T ε,
(32) 

 com 

= C in com 

+ C out 
com 

, (33) 

here n si and n so are the numbers of superframes required in in- 

er and outer iterates, respectively, and m max is the size of the 

iggest cluster. 

. Calculating the optimal size of neighborhoods 

In this section, for the typical office building of Figs. 2 –5 , 

e find the size of neighborhoods yielding the lowest computa- 

ional latency, which is the summation of the computation over- 

ead and communication overhead. Here, for the sake of simplic- 

ty, it is assumed that almost all neighborhoods have an equal size 

i.e., m j = m ). For a given m , each neighborhood includes nearby

ooms/hallways from the same floor or different floors. 

Since obtaining an explicit mathematical relation between the 

ize of neighborhoods and computation overhead for large-scale 

uilding automation and control systems is very difficult, or per- 

aps impossible, in this section for the typical office building of 

igs. 2 –5 , the best possible size of the neighborhood ( m 

∗) is deter-

ined using computer simulations. To achieve this goal, for each 

 , the distributed optimization method of Section 2.3 is applied to 

he typical office building of Figs. 2 –5 with different initial condi- 

ions; and the average computation overhead is calculated for each 

 . Then, by comparing the average computational latencies, the m 

∗

hat results in the lowest average computational latency is deter- 

ined. Note that the average computational latency obtained here 
14 
s a measure of the computational latency (in transient regime) of 

he distributed model predictive control method of Section 2 ap- 

lied to this office building. 

For the simulation, we set N = 6 , λi = 

1 
q , w i = 

1 
m 

, ε = 5 , p̄ =
0 , y d 

i 
= 22 ◦C, u i,min = 15 , u i,max = 40 , y i,min = 10 , y i,max = 25 , Q =

00 R , and R = I, B = 2 . 432 ms , D = 1 . 120 ms , L 0 = 0 . 256 ms , L =
 . 128 ms , A = 0 . 352 ms , C = 1 . 056 ms , aMinCAP Length = 7 . 04 ms ,

T urnAroundT ime = 0 . 192 ms , and LIF S = 0 . 64 ms . Tables 2 and 3

llustrate values for m and initial conditions used for each m . All 

he simulations are run on a laptop with Windows 64-bit operat- 

ng system, 1.73 GHz core i7 processor, and 8 GB RAM memory. 

n real applications, the embedded processor of each ZigBee mod- 

le can be used for performing the required computation. As each 

ode only needs to perform a very simple computation (e.g., (29) ), 

he communication overhead is the dominating factor in computa- 

ional latency. 

Fig. 17 illustrates the average total number of iterations for 

-convergence ( T a v e ε ). Fig. 18 illustrates the average computation 

verhead ( C a v e comp ), Fig. 19 illustrates the average communication 

verhead ( C a v e comm 

), and Fig. 20 illustrates the average computational 

atency ( C a v e 
total 

). 

As it is clear from the above figures, by increasing the size of 

eighborhoods m , the communication overhead increases ( Fig. 19 ), 

nd the computational overhead decreases ( Fig. 17 ). Therefore, 

s it is seen from Fig. 20 , the computational latency, which is 



A. Karbasi and A. Farhadi European Journal of Control xxx (xxxx) xxx 

ARTICLE IN PRESS 

JID: EJCON [m5G; June 12, 2021;5:38 ] 

Fig. 18. Circle: average processors computation overhead in second for 

m = 7,11,14,18. Solid line: curve fit C a v r comp = −0 . 1287 m 

3 + 7 . 0616 m 

2 − 134 . 5497 m + 

1107 . 

Fig. 19. Circle: average communication overhead in second for m = 7,11,14,18. Solid 

line: curve fit C a v r comm = 0 . 1385 m 

3 − 4 . 0974 m 

2 + 46 . 8948 m − 4 . 986 . 
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Fig. 20. Circle: average computational latency in seconds for m = 7,11,14,18. Solid 

line: curve fit C a v r 
total 

= 3 . 33 m 

2 − 91 . 96 m + 1117 . 6 . 
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he summation of communication overhead and computation 

verhead, is approximated by a second-order polynomial, which 

as a minimum; and for the conditions simulated, this minimum 

s m 

∗ = 14 . m 

∗ corresponds to the size of neighborhoods, which 

re neither very small nor very large. 

. Simulation results 

In this section, the distributed model predictive control 

ethod of Section 2 is applied to the typical office building of 

igs. 2 –5 , and its performance in disturbance rejection when m 

∗ = 

4 is shown. 

As mentioned in the previous section, the size of neighborhoods 

or having the lowest computational latency is m 

∗ = 14 , where 

or this case the average computational latency is C a v r 
total 

= 482 s . 

herefore, the time step must be considered much larger than this 

ime latency to compensate for its effects. In this paper, the time 

tep is chosen to be at least four times greater than the average 
15 
omputational latency. That is, for m 

∗ = 14 , the time step is chosen 

o be T = 1800 s (half of an hour). 

The result of tracking the reference temperature of 22 ◦C for 

ACS of the typical office building of Figs. 2 –5 with an initial 

emperature of 10 ◦C , initial input (heater temperature at the be- 

inning of the process) of 27 ◦C and y i,max = 25 , ˙ m s 
i = 0 . 4530( kg 

s ) ,

 p = 1005( J 
kg K 

) , and m = 14 with supply air and sol-air temper-

tures are shown in Fig. 21 . In this simulation, we consider the 

nitial heater temperature to be 27 ◦C which results in an over- 

hot that only takes a few minutes. This illustrates the satisfactory 

erformance of the proposed method. In this simulation, it is as- 

umed that no air exchange between rooms occurs via doors. Note 

hat to obtain this result, the sol-air temperatures are calculated 

or α = 0 . 6 , ξ = 0 . 9 , h 0 = 20 (roof), h 0 = 16 . 67 (walls), and mean

ourly solar radiation values for Tehran in December as presented 

n Table 4 . It is assumed that the controller cannot predict the heat 

ux through south, north, west, and east external building walls 

nd the roof consists of solar radiation. 

The result of simulations considering that all internal doors are 

pen for the first 30 minutes of the simulation and then all of 

hem are closed for the rest of the simulation is shown in Fig. 22

ith supply air and sol-air temperatures. Note that the effects of 

pen doors are not considered in obtaining control inputs, and 

ence, it is considered as a disturbance to the system. 

For a better comparison between these two scenarios, the re- 

ults for both scenarios are shown in Fig. 23 . Also, for a better 

omparison, the percentage of the steady-state tracking errors for 

ach subsystem/room in Figs. 21 and 22 are calculated using the 

ollowing formula and are shown in Tables 5 and 6 , respectively: 

he Tracking Error Percentage = The absolute value of the steady- 

tate value of the temperature of each room minus the Desired 

emperature, divided to the Desired Temperature ×100 , where the 

esired Temperature = 22. 

emark 5.1. i) An attempt to repeat the above simulations using 

he centralized methods [16,18] failed after 8 h of simulation due 

o a computer crash caused by the enormous computational com- 

lexity of the centralized methods for large-scale systems. This in- 

icates that for implementing these methods on large-scale office 

uildings, we need to purchase a very very powerful centralized 

omputer, which is obviously very expensive and requires frequent 
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Fig. 21. The temperature and supply air temperature of each room/hallway of the typical office building, and sol-air temperature of each orientation considering internal 

doors are close when the distributed model predictive control method with m 

∗ = 14 is applied for the temperature control under the assumption that the internal doors 

remain close during simulation time. 

Table 4 

Mean hourly solar radiation values for Tehran in December [21] . 

Hours of day Horizontal orientation ( W 

m 2 
) South orientation ( W 

m 2 
) East orientation ( W 

m 2 
) North orientation ( W 

m 2 
) West orientation ( W 

m 2 
) 

8 80.23 175.87 232.46 13.95 26.94 

Table 5 

The tracking error percentage for each room of Fig. 21 . 

Room1: 1.00% Room2: 1.04% Room3: 1.02% Room4: 1.05% Room5: 1.08% Room6: 0.99% Room7: 0.93% 

Room8: 0.87% Room9: 0.87% Room10: 0.90% Room11: 0.90% Room12: 0.98% Room13: 0.90% Room14: 0.85% 

Room15: 1.08% Room16: 0.75% Room17: 1.04% Room18: 0.77% Room19: 1.12% Room20: 0.94% Room21: 1.14% 

Room22: 1.09% Room23: 0.94% Room24: 1.03% Room25: 0.95% Room26: 1.03% Room27: 1.04% Room28: 0.81% 

Room29: 0.91% Room30: 0.96% Room31: 0.80% Room32: 0.92% Room33: 0.94% Room34: 0.93% Room35: 0.94% 

Room36: 0.92% Room37: 1.21% Room38: 1.23% Room39: 0.87% Room40: 0.90% Room41: 0.90% Room42: 0.99% 

Room43: 0.90% Room44: 0.85% Room45: 1.08% Room46: 0.75% Room47: 1.04% Room48: 0.77% Room49: 1.12% 

Room50: 0.94% Room51: 1.14% Room52: 1.09% Room53: 0.94% Room54: 1.03% Room55: 0.95% Room56: 1.03% 

Room57: 1.04% Room58: 0.81% Room59: 0.92% Room60: 0.97% Room61: 0.80% Room62: 0.92% Room63: 0.94% 

Room64: 0.93% Room65: 0.94% Room66: 0.92% Room67: 1.21% Room68: 1.23% Room69: 0.80% Room70: 0.83% 

Room71: 0.82% Room72: 0.92% Room73: 0.83% Room74: 0.77% Room75: 1.03% Room76: 0.60% Room77: 1.01% 

Room78: 0.55% Room79: 1.10% Room80: 0.86% Room81: 1.12% Room82: 1.03% Room83: 0.88% Room84: 0.96% 

Room85: 0.88% Room86: 0.96% Room87: 1.01% Room88: 0.73% Room89: 0.85% Room90: 0.91% Room91: 0.58% 

Room92: 0.85% Room93: 0.88% Room94: 0.86% Room95: 0.86% Room96: 0.85% Room97: 1.15% Room98: 1.18% 
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Fig. 22. The temperature and supply air temperature of each room/hallway of the typical office building, and sol-air temperature of each orientation considering the internal 

doors are open in the first 30 mins and then closed when the distributed model predictive control method with m 

∗ = 14 is applied for the temperature control. 

Table 6 

The tracking error percentage for each room of Fig. 22 . 

Room1: 1.00% Room2: 1.04% Room3: 1.02% Room4: 1.05% Room5: 1.07% Room6: 0.99% Room7: 0.93% 

Room8: 0.87% Room9: 0.87% Room10: 0.90% Room11: 0.90% Room12: 0.98% Room13: 0.90% Room14: 0.85% 

Room15: 1.08% Room16: 0.75% Room17: 1.04% Room18: 0.77% Room19: 1.12% Room20: 0.94% Room21: 1.14% 

Room22: 1.09% Room23: 0.94% Room24: 1.03% Room25: 0.95% Room26: 1.03% Room27: 1.04% Room28: 0.81% 

Room29: 0.91% Room30: 0.96% Room31: 0.80% Room32: 0.92% Room33: 0.94% Room34: 0.93% Room35: 0.94% 

Room36: 0.93% Room37: 1.21% Room38: 1.23% Room39: 0.87% Room40: 0.90% Room41: 0.90% Room42: 0.99% 

Room43: 0.90% Room44: 0.85% Room45: 1.08% Room46: 0.75% Room47: 1.04% Room48: 0.77% Room49: 1.12% 

Room50: 0.94% Room51: 1.13% Room52: 1.09% Room53: 0.94% Room54: 1.03% Room55: 0.95% Room56: 1.03% 

Room57: 1.04% Room58: 0.81% Room59: 0.92% Room60: 0.97% Room61: 0.80% Room62: 0.92% Room63: 0.94% 

Room64: 0.93% Room65: 0.94% Room66: 0.93% Room67: 1.21% Room68: 1.23% Room69: 0.80% Room70: 0.83% 

Room71: 0.82% Room72: 0.92% Room73: 0.83% Room74: 0.77% Room75: 1.03% Room76: 0.60% Room77: 1.01% 

Room78: 0.55% Room79: 1.10% Room80: 0.86% Room81: 1.12% Room82: 1.03% Room83: 0.88% Room84: 0.96% 

Room85: 0.88% Room86: 0.96% Room87: 1.01% Room88: 0.73% Room89: 0.85% Room90: 0.91% Room91: 0.58% 

Room92: 0.85% Room93: 0.88% Room94: 0.86% Room95: 0.87% Room96: 0.85% Room97: 1.15% Room98: 1.18% 
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Fig. 23. The temperature and supply air temperature of each room/hallway of the typical office building, and sol-air temperature of each orientation considering two-level 

communication architecture with the optimal size of neighborhoods and (a) doors are close during simulation time (b) doors are open in the first 30 min of simulation and 

then are closed. 
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aintenance. However, using the distributed method proposed in 

his paper, we can successfully achieve the desired performance 

sing the available distributed embedded devices without requir- 

ng to purchase a very expensive centralized computer. 

i) Note that all simulations of this section include disturbances. 

isturbances considered in the simulations are solar radiation, out- 

oor temperature, occupancy and lights disturbance and open door 

ffects. For the occupancy and lights disturbance, we randomly 

onsidered between 1 to 3 persons (100W each) and between 1 

o 2 lamps (100W each) in rooms. In the first set of simulations, 

.e., Fig. 21 , we considered the first three disturbances and in the 

econd set of simulation, i.e., Fig. 22 we also considered the open 

oor effects; and we observed that the proposed method com- 

letely compensated the effects of these disturbances. 
18 
Now, to illustrate the significant impact of the proposed 

wo-level communication architecture with the optimal size 

f neighborhoods on reducing the computational latency and 

nhancing the tracking performance, we repeat the simulations 

f Fig. 23 without implementing this architecture. That is, we 

onsider only one neighborhood with 98 subsystems subject to all 

o all communication all the time; and we repeat the simulations 

f Fig. 23 . For this case, T a v r ε = 563 , C a v r comp = 326 s , C a v r comm 

= 9771 s

nd therefore C a v r 
total 

= 10097 s . The simulation results for this case 

re given in Fig. 24 . As it is clear from this figure and Fig. 23 ,

mplementing the proposed two-level communication architecture 

ith the optimal size of neighborhoods has a significant impact 

n reducing the computational latency and enhancing the tracking 

erformance for large-scale smart buildings. 
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Fig. 24. The temperature and supply air temperature of each room/hallway of the typical office building, and sol-air temperature of each orientation considering one 

neighborhood with 98 subsystems and (a) doors are close during simulation time (b) doors are open in the first 30 min of simulation and then are closed. 

6

t

t

n

c

i

t

i

t

c

u

t

i

c

a

s

t

f

v

p

D

R

 

 

 

 

 

. Conclusion 

This paper introduced a cyber-physical system for building au- 

omation and control, which was developed based on the dis- 

ributed optimization method of [19] with the optimal size of 

eighborhoods. To address this problem, the associated communi- 

ation overhead was calculated. Then, a novel algorithm for find- 

ng the size of neighborhoods for a typical office building, yielding 

he lowest computational latency was presented. Finally, the sat- 

sfactory performance of the proposed wireless cyber-physical sys- 

em with the optimal size of neighborhoods for the temperature 

ontrol of this office building was illustrated using computer sim- 

lations in the presence of disturbance. As it has been shown in 

his paper and also in [16,18] , the distributed method of [19] used 

n this paper is practical for large-scale BACSs with respect to the 

entralized methods as the centralized methods are computation- 

lly expensive. 

In this paper, the decision variable is the temperature of the 

ource, i.e., T s . However, another way for controlling the tempera- 

ure of office buildings is via source flow rate. Therefore, for the 

uture, it is interesting to use the source flow rate as the decision 

ariable for controlling the temperature of office buildings. This 

roblem is left for future investigation. 
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