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Abstract: When using Precision Time Protocol, PTP, as one of the most accurate and well-known
protocols for clock synchronization, Time-Delay Attacks, TDAs, are a challenging concern on
the way. In order to result in a robust synchronisation through PTP, detecting different types of
TDAs is a great favour. As adding new paths is recommended in valuable research works, this
report considers adding new paths to the network and studies the result on TDA detection. Then
to reach to a more robust algorithm, new path delay calculations is also considered. The report
explores how these two wings result is a sustained rise towards the security peak.
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1. Introduction

1.1. Aim and area

Precision Time Protocol (PTP) is an accurate and straight path that leads us to the desired synchronization
destination. Cyber-attacks play the role of potholes which may disrupt synchronization of the network
through different strategies such as data manipulation, spoofing, replay attack, interception and information
removal, message delay manipulation, forgery of network clocks, and Denial-of-Service (DoS) [1, 2].

Applying different types of Time-Delay Attacks (TDAs) is a common craft by the network attackers to
confuse PTP. Among so many research works which have tried to improve TDA detection methods in PTP,
the methods in [1] and [2] are two of the most effective ones. This technical report is investigating these two
methods to take a step toward superior TDA detection algorithm. With this goal, the main driver of the report
is investigating more types of TDAs, specially the attacks on Report message which was neglected.

The report continues as follows. Firstly, the research perspective presents PTP introduction and different
methods to result in a more robust PTP. Section 2 investigates a security challenge in the previous reporting-
based methods. Section 3 explores new strategies to improve detection ability and studies special TDAs which
previous method fail to detect. The detection procedure proposed by this report is presented in this section.

The simulation results are presented and discussed in section 4. Finally, the report is concluded in section 5.

1.2. Research perspective

Precision Time Protocol, PTP, was firstly introduces in 1990s which was later presented as IEEE 1588
standard at 2002. The interested reader may refer to [3] to [7] for more information about PTP and IEEE
1588 standard as well as basic concept and math.

As PTP was opening its way to grow as a well-known synchronization protocol in the distributed and
intelligent networks, so did the security concerns. Tsang and Beznosov [8, 9] introduced PTP security
through averaging the measured delays. Later, security solutions were presented along with the PTP in
different aspects. Various research works studied TDAs and PTP-based network resilience and robustness
against it. As categorized in [2], PTP-based network security solutions to detect or encounter TDAs may be

of the following categories:

1- Monitoring sudden changes in the delay value or the offset obtained by the network clocks [8, 9];
2- Round Trip Delay (RTD) measurement [10, 11, 12];

3- Message encryption and adding cover traffic [13, 14, 15];

4- Using multiple Grand Master Clocks (GMCs) and multiple paths to send the messages [16, 17];
5- Network clocks offset comparison in the presence of an external reference clock [1];

6- Network clocks offset comparison with each other [2];

7- Other researches.

The subject under investigation in this report is related to the reports from the network clocks. Report-
based methods cover nonstop monitoring of synchronization status. This is so important in susceptible
systems which is a great superiority of over other TDA detection methods of other categories. Further, all
attack types having different specifications may be detected with the help of report-based methods [1].
Therefore, special practical capabilities of report-based methods attract a lot of attention and this report is
studying debilities of the previous robust methods to look for more reliable and robust methods in this regard.
With this goal in the mind, we start with investigating the report-based methods presented in [1] and [2].
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Reporting from network clocks and their communication builds the basis of the methods in these references.

The report-based methods check the offset of the Slave Clocks (SCs) with respect to the Master Clock
(MC). TDA detection through offset-check based on the network clocks’ reports in PTP networks was
introduced in [1]. To do so, a new GMC-synchronized foolproof reference node was added to the network to
let check the SCs offset, called “Network Time Reference (NTR)”. As an impractical assumption, the new node
was supposed to be foolproof. On the other side, reference [2], applied checking the offsets of SCs relative to
MC. It considered a timeless pure-analyst network unit called “Analaysis Unit (AU)” without the need for
security-threatening NTR.

2. Security hole in existing report-based algorithms

These methods presented in [1] and [2] are two of the best methods proposed in this field, as far as this
report has researched. These methods have pros and cons over each other, but they share a similar problem,
“neglecting the attacks on the report message”. In other words, the report message is assumed to be foolproof.
This research concentrates on the report message and different TDAs applied on it. The method and security
concerns of [1] and [2] may be concluded as Table 1.
As Table 1 shows, the method in [1] uses network clustering and also considers an accurate NTR. This
method neglects TDAs on the report message, considers accurate NTD, fails to detect simultaneous TDAs,
and do not consider the location of the attack. The other work in [2] uses network block building and
considers timeless AU. This method also neglects TDAs on the report message, but thanks to the block
building, it is able to determine the under-attack block (better than no-location) as well as simultaneous
TDAs (with an independent attack detection operation).
The research work in [2] tried to solve some of the security issues of the method in [1] through a new
method and this report is investigating improvements that may resolve any security concerns of the method
in [2]. Therefore, the need for further investigation of the method in [2] is sensed. In the following, more
details about reference [2] is presented.
The related definitions and concepts used or introduced in [2] are as follows:
® BMC (Best Master Clock): PTP Synchronization process first applies BMC algorithm to create a hierarchical
Master-Slave structure in the network.

® GMC (Grand Master Clock): This clock a uses time reference appliance (such as GPS) as synchronization
while the GMC itself is a synchronization source for other network clocks.

e Master and Slave ports: Master node supply time information for the other nodes connected to them,
known as Slave ports.

e Passive port: A port that is not in Master nor Slave state.

® OC (Ordinary Clock): A clock connected to the end device playing GMC or Slave role. OC cannot be a

Table 1 Methods and security holes of [1] and [2]

Reference [1] Reference [2]
- Adding NTR - Network block building

Applied methods

- Clustering - Considering AU
- TDA on report message - TDA on report message
- Foolproof NTR - Approximate (block-level) location detection

Security concerns

- Non-simultaneous detection

- No-location detection
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Fig. 1. Network block building procedure in [2]

network switch and only sends/receives IEEE1588 messages.

® BC (Boundary Clock): A network switch which is a Slave/Master for its Masters/Slaves. BC may have
multiple Master ports, but only one Slave port.

e Residence time: The time duration from entrance to the exit of an IEEE 1588 message in a network clock.
SCs are updated using residence time.

e TC (Transparent Clock): A network switch with the ability to measure the message residence time and set
it as the Correction Field (CF) of the IEEE 1588 messages before sending them (non-IEEE 1588 messages
are sent in a normal switch mode). TC ports are not Master or Slave in the Master-Slave structure.

e Network blocks: smaller parts of the network in which it is divided. Each block is defined to have at most
two BCs and one (or no) TC.

e HC (Head Clock) and RC (Root Clock): Considering the BMC algorithm, one of the BCs in each block would
be the Master and the other one the Slave. The Master is called HC, and the Slave, RC.

e Dissimilarity message: The message consisting the Calculated Offset (CO) measured by HC of each block

as the difference between HC and its corresponding Slave(s).

The network block building and messages are presented in Fig. 1. Based on the network block building,
the synchronization and TDA detection process in [2] may be stated in the following steps:

1) Applying the network block building;

2) Considering BMC to determine the roles for nodes and ports;

3) Sending report messages for RC to the HC in each block;

4) Calculating CO by the HC of each block and sending it as dissimilarity message to be analyzed in AU.

5) Simultaneously detection of the under-attack blocks in AU. An offset of nv~0 (negligible value - an
extremely small value approximating zero) means no-attacks (white status) while non-zero offsets confirm
attack influence (red status). TDAs, attacks on TC, and message residence time changes are all shown to
be detectable.
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IEEE Standard 1588-2019 recommends new

paths to result in robust synchronization through sending the Sync message from the Mater to Slave [4]. As
a new adaptation of the idea, this report considers new efficiently added paths to help with TDA detection
procedure, but here the added paths do nothing about the network synchronization.

Consider the sample block of Fig. 2 (simple rotation of block number 3 in Fig. 1) to start looking over new
paths. Now, consider the new paths shown as dashed line in Fig. 3 as follows:
1) RR (Return Report): from RC to HC-adjacent TC (i.e., the TC close to HC);
2) RS (Return Sync): from HC to RC-adjacent TC (i.e., the TC close to RC);

So, Sync and Report messages pass through the network as shown in Fig. 4. Note that these new paths

differ from the recommended paths in PTP version 2.1.

3.2. New path delay calculations

As mentioned, gathering more data through assigning new roles to the network nodes could result in more
traces of TDAs which open the way to detect the attacks with applying new purposeful calculations.

Now, consider a TDA on the Sync message along with an attack on TC (report message residence time
change). To do so, suppose that the attacker has sent a Sync with a delay of 4 (a positive value) and then
increased the report message residance time exactly by the same value of x4 to keep changes secret at the final
computation and analysis. In this scenario, if the attack on the Sycn is applied after TC, the attacker succeded
to “clear TDA traces” and AU will notice to TDAs. Also, with the same attack stategy, suppose that the
attacker has increased the Sync message residence time by u (i.e., attack on TC) and sent the Report message
with the same value of delay (TDA on Report). So, if TDA on the Report is applied after the Report passes
through TC, nothinh will be mentioned in AU.

As mentioned, to shed more light on the network paths and cath TDA red-handed, more data is needed.
So, as shown in Fig. 5, some timestamps in the network and some new tasks are needed as follow to enable

new calculations:

= BC1 (HC)— Master
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o registering all timestamps of Fig. 5 in dissimilarity;
o sending dissimilarity to AU.

® Master-adjacent TC: TC1
o registering Sync entrance time (f,) and Report exit time (f,) in the Report message.

= Slave-adjacent TC: again TC1
o registering Sync exit time (#;) and Report entrance time (f) in the report message.

= Slave: BC2
o registering Sync entrance time (f,), Report exit time (f;), and CO, in the report message.

As intended, Report message has got CO and timestamps [¢:, t;, ..., t;] to deliver to HC (here, BC1) while
HC is aware of [t;, ts]. Therefore, HC registers all eight timestamps in the dissimilarity message to be handed
to AU. In AU new calculations will take part using the new timestamps. The authors intend path delay
calculation usind two different ways to let compare hidden delay changes. So, P2P (Point-to-Point) and E2E
(End-to-End) methods are considered to compare the results.

The path delay calculations through the E2E method is done in AU based on the following relations:

1
Agciter = 5(@2 —4)+(t —t7))

1 (1)
Atcisc2 = 5((t4 ~t3) +(ts — (s +5)))

In the relations, Report sending time is modified using the time before the update by Slave (& is added to t;).
This is because the values of the timestamps , and t; are to have the same time scale, while Slave clock updates
its time after receiving Sync.

Now, with E2E calculations in hand, the results must be equal to that of P2P method.

3.3. TDA detection procedure

In the previous sections, the proposed ideas toward a more capable TDA detection algorithm were
introduced. Two main ideas are concluded as: adding new paths, and applying new calculations. Each of these
ideas cover the ability to detect more TDA types. The following sections will examine how each of these ideas
help detecting TDAs.

3.3.1. Assistance of the return paths

Here, the sole efficiency of the new added paths is examined and E2E calculations will not participate.

TC sends messages from all of its ports after updating CF. So, the messages sent from TC have the same
characteristics. Sync and Report messages are sent back to their source, so send and receive time is a clue to
detect TDAs through offset measurement.

Suppose that there is really no TDA. So, Sync and Report flow through the network as previously was
shown in Fig. 4. Now, consider that following about Sync:
1) BC1 sends Sync @tgc; =tgye

2) RS is back to BC1 @tge; =taye +Agcr-ter + A1+ Atci-se
3) Message CF when reaching BC1 is CFS-;nc =Agcrtc1+ A
Where @ is used to show the time, RS is the Return Sync, the plus superscript (*) means the new added paths

are considered in relation, and p, is the message residence time. So, offset will be measured in BC1 as follows:
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Sgc1 =tact —tac1 — (CFs+ync + Mci-set)
= 81 =tamc +Asciter + A+ Arci-ser )
~(temc +Ascater + A1+ Arci-sct)
= Sgcy =NV =0
Where the offset is resulted to be extremely small (shown with nv; negligible value) as no TDAs had been
applied (note that in real situation the result will be a minute value approaching zero).
Applying the same calculations about Report message will be as follows:
1) BC2 sends Report @ tgc, =toue

2) RRis back to BC2 @tgc, =tome + Asco-tct + 21+ Aerse?

3) Message CF when reaching BC2 is CFgc = Agcy 1c1 + 21
Where RR is Return Report. Then offset in BC2 will be:

Sac2 =taca —taca — (CFR+epon + Atc1-pc2)
= Ogca =tomc +Asca-ter + AL+ Acisca (3)
—(tomc *+Aca-ter + AL+ He1sc2)
= Ogcp, =NV~0
Where the same result is given due to white status. As the calculated offset during white status was really small, it
is time to check the results when different types of attacks have been applied as presented in the following.
Consider TDA on Sync message before passing TC1 and also an attack on TC where the attacker sends Sync
with a delay of i , and to prevent detection, increases Report residence time by u too. The offset calculation

in BC2 will result as:

Sac2 =taco —teco — (CFR+eport + Ac1-pc2)
= Ogca =tomc —#+Apco-ter + AL+ Arcisce (4)
— 1~ (o *+Aca-ter + A1+ Acisca)
= Ogco =—H
Where TDA may be detected due to non-zero offset. In this type of attack, if the attacker applies a delay if
on RR before reaching BC2, the offset will be calculated as:

Sgc2 =taco —taca — (CFR:port + Mci-gc2)
= Sac2 =teme — 4+ Apcoter + AL+ Arcrsce + M (5)
— 1~ (tome +Agco-te1 A1+ Aciopea) + 4
= Spcp, =NV~ 0
So, a smart attack can result in a hidden red status as the offset is mistakenly calculated to approach to zero.
Now, let’s check the offset for RS. Here, BC1 measures the offset as:

+ + + +
Ogc1 =tec1 —tact — (CFgyne + Arci-ge1)

= Opca = teme + Asci_Tcr T A+ AL+ Arciset (6)
1~ (tome +Aeciter + 21+ Arcaser)
= gy = U

Here, if the attacker wants to hide TDA, a delay of —xz must be applied on RS which means sending it sooner!
As this is impossible, TDA will be detected in this case.
What if the attacker attack Sync after passing TC1? Or what about the other possible attach types and
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locations? Investigation of all types and locations of the attacks is out of the space limit of this report, but
examining an example as mentioned above confirmed the hidden red status and the vital need to apply other
methods to detect TDAs. Therefore, the following section considers the other wing of the new algorithm
considered in this report which is E2E calculation.

3.3.2. Assistance of return paths along with new calculations

Investigating two special timestamps t, (the last timestamp for Sync on its path) and 5 (the last timestamp
for Report on its path) which checks TDAs after passing through TC, will hand in new information.

To take a better look, consider thata TDA aslargeas u isapplied on Report after TC1 in Fig. 5. So, Report
is effected with a delay of x when coming to BC1. The path delay with using E2E method will be as follows:

Agciter = %((tz —t)+((tg + 1) -t; ))

:%((t2 —t,)+(tg +t7))+%,u (7)

1
=AgciTc1t s 4

Where A’ means Agpe . So, for this scenario (with TDA of ( Inform AU of BMCstructure )
u on Report after TC1) it will be concluded that: ¢
. ( Inform any structure revision )
whitestatus Age = Apop ®)
red status Ao = Apop +% i

The abovementioned conclusion is also true for the

scenario in which TDA is applied on Sync after TC1. In Ch?Ckéf o
this case, Agp = Apop +% 4 between RC and the nearest o
TC (TC1). V]
As stated, to reach to a conclusion, consider the Block building
following TDAs and the result:
{Sync attack after TC1 - {change of t, e # A (9) S
Report attack after TC1 | changeof tg

So, comparison of the calculated delay with using E2E and

(- Sending dissimilarity by HC
P2P will be a helpful method to detect the hidden TDAs - Caleulating E2E HC link delay
when applying only new paths. The two wings of the - Celeulating E2ERClink delay
robust TDA detection method are now completely ¢
described. In the following section, TDA detection (- Taking needed computations h
procedure of the new robust method will be presented. - E2Bvs. PaP comparison

L Checking resulted values

3.4. TDA detection procedure in the new robust .
method o TDA(S) (/]
detected

The proposed TDA detection procedure as the robust
detection algorithm is shown in Fig. 6. As seen, after BMC
is applied and AU is informed of the structure, structure White stats
revision is checked by AU to reconsider block building if

revised. After messages flow and data feedback, AU Fig. 6. Proposed TDA detection procedure

Page 8 of 12



Technical Report, Sharif University of Technology M. Moradi, A. H. Jahangir

searches for any abnormal calculated delay in the defined parameters and if the delay value is not in the order
of nv~0 (i.e., a predefined extremely small value), TDA(s) will be detected and red status announced.

3.4.1. Attack scenarios

Considering the sample network in Fig. 7, the attack scenarios are outlined in Table 2. As shown in
Table 2, there are 18 possible attack scenarios. In the first 6 scenarios, a single attack has been applied without
further attempt to hide it. In scenarios 7 to 12, the attacker attempts to hide the first attack by a second attack,

Fig. 7. Graph of PTP-based sample network and new paths to return messages to their source

Table 2. Attack scenarios

Attack 1* Attack 2™ Attack 3" Attack
scenario link or switch

1 BC4-TC3 Sync - - - -

2 TC3 Sync - - - -

3 TC3-BC5 Sync - - - -

4 BC5-TC3 Report - - - -

5 TC3 Report - - - -

6 TC3-BC4 Report - - - -

7 BC4-TC3 Sync TC3 Report - -

8 TC3-BCs Sync TC3 Report - -

9 TC3 Sync BC5-TC3 Report - -
10 TC3 Sync TC3-BC4 Report - -
11 TC3 Sync TC3 Report - -
12 TC3 Sync TC3 Report = =
13 TC3 Sync TC3 Report TC3-BCs5 (R) Report
14 TC3 Sync TC3 Report TC3-BC4 (R) Sync
15 BC4-TC3 Sync TC3 Report TC3-BCs5 (R) Report
16 TC3-BCs Sync TC3 Report TC3-BC5 (R) Report
17 TC3 Sync BC5-TC3 Report TC3-BC4 (R) Sync
18 TC3 Sync TC3-BC4 Report TC3-BC4 (R) Sync

and in scenarios 13 to 18, the attacker still hopes to hide the TDAs. The letter “R” in parentheses in the third
attack shows that the attack has occurred on the “Return” path. As a shortcoming, the attacks studied in [1]
and [2] only include the first 6 scenarios, and further attempts of the attacker are missed.
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4. Simulation Results

The result of the attack scenarios is presented in Table 3 (all values are in milliseconds and nv~0). The
parameters used in Table 3 are defined in Table 4. As can be seen in Table 3, if detection relies only on CO
and considers the non-zero value of CO as the attack detection criterion, the attacker can force the value of
CO to zero by applying a second attack on the network. Therefore, relying solely on CO value is insufficient
for detecting an attack. To effectively address this concern, all arrays within the vector [MLD, SLD, RSO,

Table 3. The outcome of the attack scenarios (all values in milliseconds)

SLD MLD SLD RSO RRO CO Success
P2P E2E Difference Difference [1] [2] Proposed

# Scenario

1 2.3 3.3 2.9 2.9 1 % nv . / v 7

2 2 2 1.6 1.6 nmw nv v o
— . amm
5 2 2 2.3 2.3 n ny - n //f//////////%/i////%
6 44 5.4 3.3 3.3 /////// nv nv //%////%
7 1.8 2.8 4 4 ////// //////////////////

8 33 33 1.7 2.7 ny ///// /////////

9 25 25 4.5 5.5 n //////////////////////////%///

—
o

2.4 3.4 4.3 4.

w

ny

W

—_
—_

3.9 3.9 2.9 2.

]

12 2.6 2.6 4.9 4.9 - - // ////////

13 2.9 2.9 2.2 2 ny ny //%//// . ny
14 3.8 3.8 4.2 4.2 - - n // ////

s ] 2 23 23 ////// - 2

16 4 4 2 22 //// -~

1; 2: 2: 2.2 3.2 mw ////// // ////

3.5 3.5 %/////// ny nv nv _

Table 4. Effective parameters in the attack detection

Parameter Description

MLD (P2P) Link delay between BC4 and TC3 obtained through the P2P method

MLD (E2E) Link delay between BC4 and TC3 was obtained using ¢, to ¢ s times stored in the Sync and Report packets
SLD (P2P) Link delay between TC3 and BC5 obtained through the P2P method

SLD (E2E) Link delay between TC3 and BC5 was obtained using ¢, to ¢ s times stored in the Sync and Report packets
MLD Difference Difference between MLD (P2P) and MLD (E2E)

SLD Difference Difference between SLD (P2P) and SLD (E2E)

RSO Offset calculated by R-Sync

RRO Offset calculated by R-Report

CO Offset calculated by BC4 after receiving the Report packet from BC5
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RRO, CO]J need to be assessed. If any of these values are non-zero, then a network attack can be confirmed.
Further, upon comparison of the results, it can be seen that each scenario yields a distinct results matrix. As
such, analyzing this matrix can also pinpoint the exact location of the attacks. In the initial six scenarios, only
one attack is carried out by the attacker on the sample network. So, in all of these scenarios, CO value is non-
zero as the attacker did not run another attack to conceal the initial attack. Therefore, along with the non-
zero CO value in these scenarios, MLD and RSO values in the first scenario, RSO value in the second scenario,
SLD value in the third scenario, SLD and RRO values in the fourth scenario, RRO value in the fifth scenario
and MLD value in the sixth scenario also remain non-zero. Consequently, in these six scenarios, the proposed
method can effectively detect the attack.

In scenarios 7 to 12, the attacker launches a second attack to hide the first attack, which causes the value
of CO in BC4 to be nv (almost zero). Although the value of CO is equal to nv in these scenarios, based on the
proposed algorithm, the presence of an attack is signaled by any non-zero value in the other parameters MLD,
SLD, RRO, and RSO. As shown in Table 3, in scenario 7, the values of MLD, RSO, and RRO; in scenario 8,
the values of SLD and RRO; in scenario 9, the values of SLD, RSO, and RRO; in scenario 10, the values of
MLD and RSO; and in scenarios 11 and 12 the values of RSO and RRO remain non-zero. So, the algorithm
has been able to successfully detect the attack. Finally, in scenarios 13 to 18, the attacker launches the third
attack in an effort to hide the prior two attacks. Notably, the count of non-zero parameters in these scenarios
has decreased. However, there is still at least one non-zero parameter in each scenario, so the attacker is not

successful to hide the attacks in any of the scenarios.

5. Conclusion

As an accurate and widely-used synchronization protocol, PTP has alwaye suffered from malicious
network attacks one of which is the well-known TDA. In order to detect TDAs, so many research works and
efforts were taken, but a missing part in all of them was TDAs on the Report message.

In this technical report, two main strategies have been considered and explored to reinforce previouse
methods. The first strategy designes some paths with a new application in the network, and the secound,
applies E2E calculations based on the new data gathered due to the new network tasks assigned to differet
nodes. While the first strategy partially improved detection ability, the secound stategy applied along with the
first one, resulted in a complete success of the method in detectind different TDAs.
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